Reddit social media text analysis for depression prediction: using logistic regression with enhanced term frequency-inverse document frequency features
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\textbf{ABSTRACT}

Language provides significant insights into an individual’s emotional state, social status, and personality traits. This research aims to enhance depression detection through the analysis of linguistic features and various dataset attributes. The dataset, sourced from the social networking platform Reddit, comprises posts and comments from individuals diagnosed with depression. Logistic regression with term frequency-inverse document frequency (TF-IDF) is employed as the primary model for text classification. To improve model performance, a novel feature—the average time interval between consecutive posts or comments—is introduced, contributing to a marginal but noteworthy improvement in accuracy. The proposed model demonstrates superior F1 scores compared to other models applied to the same dataset. Given the increasing recognition of mental health’s significance, accurately diagnosing mental disorders is of paramount importance. This study underscores the potential of leveraging linguistic analysis and advanced machine learning techniques to identify depressive symptoms, thereby contributing to more effective mental health diagnostics and interventions.
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\textbf{1. INTRODUCTION}

Depression constitutes a prevalent psychiatric condition, often underestimated in significance. Inadequate management may result in severe complications, functional impairment, psychotic manifestations, and in extreme instances suicidal behavior. World Health Organization (WHO) data indicate depression affects more than 264 million individuals globally \cite{1}. As with numerous mental disorders, early identification potentially facilitates preventive interventions.

The significance of depression detection and the role of social media in addressing this challenge is paramount in contemporary healthcare. Early detection of depression is crucial for timely diagnosis and treatment, reducing associated risks. Current detection methods relying on self-report questionnaires are costly, time-consuming, and prone to cognitive biases. However, people’s evolving lifestyles pose challenges for universal depression detection models, and this highlights the need for low-cost, effective passive methods. Leveraging social media platforms for automatic detection and understanding of mental states offers advantages over manual methods, avoiding recall bias and revealing unique correlations between digital behaviors and depression symptoms.

\textit{Journal homepage: http://ijece.iaescore.com}
Technological advancements increase online engagement, which leads to more online presence, with digital behavior on social platforms and websites potentially yielding substantial insights into individual characteristics. Linguistic patterns serve as robust indicators of personality, emotional state, social standing, and mental well-being. Unsurprisingly, individuals experiencing depression frequently employ vocabulary conveying negative affect, particularly pessimistic adjectives and adverbs such as "lonely" and "sad." Notably, depressed persons’ heightened usage of first-person singular pronouns such as “myself,” “me,” and “I” suggests increased self-focus [2]. This linguistic tendency provides valuable diagnostic information regarding mental state and cognitive patterns associated with depressive disorders.

The advent of artificial intelligence (AI) powered systems that support decisions has transformed strategy planning and implementation in several fields [3]. In the current digitally linked society, it is critical to recognize and treat mental health issues. Academics have started working on groundbreaking projects to understand depression via social media sites like Reddit using natural language processing and machine learning. This research explores the relationship between mental health analysis and AI-driven decision support systems, with a particular emphasis on the novel method of identifying depressed people by examining Reddit language patterns.

Social media content analysis often yields valuable insights into mental states. Current depression-related technologies operate reactively to treat depression disorders. Digital user monitoring or digital tracking identifies certain risks, triggering alerts upon illness manifestation or unethical conduct [4]. Natural language processing (NLP) application to typical social network posts offers superior early detection potential [5]. This investigation proposes an NLP-based methodology for assessing depressive ideation, thoughts, and intentions. The approach extracts phrases predominantly utilized by Reddit users exhibiting depressive tendencies alongside group-specific features. The dataset originally reported by Losada and Crestani [6] forms the foundation of this analysis.

2. RELATED WORKS AND PROBLEM STATEMENT


Trifan et al. [15] identified psycholinguistic characteristics in social media writings that help us comprehend depression. The authors were enthusiastic about exploring other psycholinguistic components with people who could shed light on them via clinical papers in a future study. Mathur et al. [16] proposed utilizing temporal psycholinguistic cues to assess suicide intention. This study aims to fill a vacuum in research by using both qualitative and quantitative research methodologies to examine the effects of enhancing the identification of suicidal thoughts represented in written language. Losada and Crestani's study [6] made valuable contributions to the subject by introducing the early risk detection error (ERDE) metrics as a new assessment statistic. This metric explicitly measures the speed and accuracy of spotting positive circumstances. Wang et al. [17] employed sentiment analysis to identify user depression. Word and artificial rules should decide each micro-depressive blog’s inclination. Using the provided approach and ten psychologically confirmed depressed traits, a depression detection framework is created.
Song et al. [18] demonstrated another excellent Japanese population mental health assessment method. They developed neural multi-task learning (MTL) models for nine prediction tasks. The research found that choosing the MTL and supplemental activities for a mental state can enhance performance.

2.1. Problem statement

In the review of existing literature on depression, several assertions regarding the characteristics of depressed individuals and their engagement on social media have surfaced. These assertions encompass using absolute terms, the expression of negative emotions in tweets, user posting frequency, and intervals between posts. A notable finding concerns the timing of posts among users exhibiting depressive symptoms. However, these claims were previously explored in 2019 by Banovic et al. [19], where they were deemed insignificant within the context of the dataset analyzed. The study aims further to investigate these features and behaviors in this domain. The data analysis has revealed that while absolutist terms (e.g., absolutely, entirely, completely) show no significant differences between depressed and non-depressed groups, average words per post and the number of comments per user exhibit meaningful distinctions [20]. This underscores the importance of examining various behavioral indicators to distinguish between these groups.

3. PROPOSED METHOD

3.1. Dataset description

The dataset encompasses Reddit posts and comments from 892 distinct users, providing a comprehensive sample for analysis. Among these, 137 individuals are undergoing depression treatment, while the remainder serve as a control group, offering a balanced perspective. Reddit API limitation becomes apparent: 1000 posts and 1000 comments per user, as depicted in Figure 1, potentially influencing data collection methodology. Posts and comments are chronologically arranged, a feature essential for early depression identification and temporal analysis of linguistic patterns. Depressive classification criteria adhere to strict guidelines: public acknowledgment of depression diagnosis serves as the primary determinant. Users accessing depression-related sub-Reddits are deliberately excluded from the depressive category; instead, they are considered interested parties, potentially seeking information due to proximity to affected individuals. Each entry within the dataset is uniquely identified by Post-TITLE, Post-ID NUMBER, Post-TEXT, and Post-DATE.

The dataset's train-test split allocates 479 subjects to the training set, including 83 positive cases, and 412 subjects to the test set, comprising 54 positive cases. This distribution highlights the importance of a balanced split in machine learning studies, especially for binary classification tasks. A well-considered train-test division ensures the model learns from a representative sample during training while being evaluated on independent data, providing a more accurate assessment of its generalization capabilities. Including positive and negative cases in both sets helps mitigate potential biases. It allows for a comprehensive evaluation of the model's performance across different class distributions, contributing to the study's robustness and reliability.

![Figure 1](image.png)

Figure 1. Number of posts made by each user, from those who are and are not depressed

3.2. Dataset preprocessing

Data cleaning precedes feature generation, which is crucial for Reddit datasets comprising diverse subsets. The initial process involved concatenating each user's N most recent titles or sentences; N represents the minimum posts required for model functionality. Authors extracted time intervals between consecutive posts or comments by individual users. Post-grouping procedures included the removal of text-based links, elimination of capitalization, and creation of "bag of words" representations for sequences. The subsequent step utilized WordNetLemmatizer to generate lemmas for each term.
This preprocessing pipeline addresses unique challenges posed by social media data. Concatenation of recent posts ensures sufficient content for analysis, while time interval extraction captures temporal patterns. Removal of links and capitalization standardizes text, reducing noise. "Bag of words" representation transforms text into a format suitable for machine learning algorithms. Lemmatization via WordNetLemmatizer reduces inflected words to base forms, enhancing text normalization and facilitating more accurate linguistic analysis.

The tokenization technique segments the text into discrete words or tokens as part of the lemmatization process. Stop words, such as “and”, “the”, and “is”, were removed to decrease the amount of irrelevant information in the data. In addition, used stemming to normalize the text further by reducing inflected terms to their base form. Subsequently, methodologies such as TF-IDF are used to assess the significance of terms in the dataset. Furthermore, sentiment evaluation is applied to evaluate the psychological nature of the piece of writing, which might provide helpful information for modeling. Addressing any traces of missing data or NaN values is a vital process. The researchers used techniques such as imputation or exclusion, considering the dataset’s specific features. In addition, they verified the reliability and accuracy of the data to guarantee that the created characteristics were dependable for modeling purposes.

The data was analyzed using exploratory data analysis (EDA) tools, including visualizations and summary statistics, to provide more insights into the distribution and trends of the data [21].

### 3.3. Models

The study employed multiple models considering the aforementioned factors, comparing against baseline models. Three naive baselines were utilized:

- Random guesser: Fundamental model making arbitrary predictions regarding user depression levels. Equal probability for each estimate.
- Stratified random guesser: Slightly advanced model, estimate not entirely random. Utilizes the percentage of depressed individuals in the training dataset to determine user depression status.
- Logistic regression (LR) TF-IDF models: This model employs the TF-IDF statistic for word vectorization, assessing word importance within the document corpus. The TF-IDF value increases proportionally with word frequency in text, offset by document count containing terms [22]. A logistic regression classifier is applied for the classification task, demonstrating efficacy in various text classification scenarios [23].

This approach combines statistical text representation (TF-IDF) with probabilistic classification (logistic regression). TF-IDF captures word relevance across the corpus, while logistic regression provides interpretable binary classification. Comparison against naive baselines allows quantification of model improvements over random guessing, establishing performance benchmarks for depression detection tasks. The number of posts (POST LEN), sentiment analysis (SENTIMENT), the average time between posts (AVG DIFF BETWEEN POSTS), and average post length all significantly enhanced our data analysis. These improvements bolstered the LR TF-IDF model, adhering to industry standards. A grid search optimized both the model and TF-IDF vectorizer settings.

Figures 2 and 3 illustrate the key textual features used to classify depression and non-depression based on the post-text. Figure 2 focuses on unigrams, highlighting the most influential single words for each classification: words contributing to the identification of depression in Figures 2(a) and 3(a), and those indicating non-depression in Figures 2(b) and 3(b). Figure 3 extends this analysis to bigrams, showing the pairs of words that play a crucial role in the classification process. The most profound impact on the results was the incorporation of bigram and unigram terms, illustrated in Figures 2 and 3, and filtering out keywords with low document frequency (cut-off value).
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Figure 2. The most influential unigrams in the classification of (a) depression and (b) non-depression.
Figure 3. Bigrams that contribute the most to the classification of (a) depression and (b) non-depression

4. RESULTS AND DISCUSSION

4.1. Results

Table 1 shows the results of various models and their F1 scores. F1 scores were calculated over the seven models’ performances in classifying 5, 10, 20, 50, 100, 200, and 500 posts. Calculating F1 scores on several sample sizes allows for assessing how models perform across probabilistic tolerances, revealing their consistency and reliability in increasingly diverse scenarios.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 @ 5</th>
<th>F1 @ 10</th>
<th>F1 @ 20</th>
<th>F1 @ 50</th>
<th>F1 @ 100</th>
<th>F1 @ 200</th>
<th>F1 @ 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRATIFIED F1</td>
<td>0.2099</td>
<td>0.2099</td>
<td>0.2099</td>
<td>0.2099</td>
<td>0.2099</td>
<td>0.2099</td>
<td>0.2099</td>
</tr>
<tr>
<td>RANDOM F1</td>
<td>0.1921</td>
<td>0.1921</td>
<td>0.1921</td>
<td>0.1921</td>
<td>0.1921</td>
<td>0.1921</td>
<td>0.1921</td>
</tr>
<tr>
<td>LR TF-IDF</td>
<td>0.4322</td>
<td>0.5421</td>
<td>0.5901</td>
<td>0.651</td>
<td>0.6981</td>
<td>0.6852</td>
<td>0.6551</td>
</tr>
<tr>
<td>LR TF-IDF+SENTIMENT</td>
<td>0.2511</td>
<td>0.4911</td>
<td>0.5412</td>
<td>0.5911</td>
<td>0.6555</td>
<td>0.6312</td>
<td>0.6371</td>
</tr>
<tr>
<td>LR TF-IDF+POST LEN</td>
<td>0.3511</td>
<td>0.5001</td>
<td>0.5611</td>
<td>0.6311</td>
<td>0.6711</td>
<td>0.6512</td>
<td>0.6311</td>
</tr>
<tr>
<td>LR TF-IDF+POST LEN + SENTIMENT</td>
<td>0.3581</td>
<td>0.5011</td>
<td>0.5711</td>
<td>0.6100</td>
<td>0.6523</td>
<td>0.6411</td>
<td>0.6355</td>
</tr>
<tr>
<td>LR TF-IDF AVG DIFF BETWEEN POSTS (Proposed model)</td>
<td>0.4312</td>
<td>0.5177</td>
<td>0.5661</td>
<td>0.6411</td>
<td>0.7011</td>
<td>0.6811</td>
<td>0.6711</td>
</tr>
</tbody>
</table>

4.2. Discussion

Model performance surpasses Losada and Crestani’s seminal study regarding F1 scores on initial 10, 100, and 500 posts [6]. The proposed model also outperforms Banovic et al.’s F1 scores across all relevant data subsets [19]. Data analysis yielded intriguing insights, as depicted in Table 1. However, average inter-post time interval emerged as the sole feature significantly enhancing basic LR+TF-IDF model performance. Additional features introduced unnecessary noise, diminishing model accuracy on the test set. Figure 4 provides a visual representation of Table 1 results.

Figure 4. Comparison of F1-scores for different models
The suggested model has demonstrated superior performance compared to its predecessors. Therefore, it is essential to consider the implications that the model's attention weightage can provide to researchers, particularly in identifying trends related to the diagnosis of depression. Utilizing the logistic regression model enables the authors to pinpoint the words and phrases that carry the most weight in influencing a user’s classification. To visually represent these influential terms, the authors have employed a word cloud, where the size of each term corresponds to its attention weightage. Analysis of this unigram word cloud clearly indicates specific terms strongly linked to individuals experiencing depression. Consequently, exploring how the model arranges words across different classes becomes pertinent. Additionally, reevaluation of bigram concepts offers insights into their alignment with human intuition. This empirical data reinforces the notion that individuals with depression tend to prioritize self-focused themes over external considerations.

4.3. Future works and implications

4.3.1. Implications

Addressing ethical and privacy concerns in data collection, storage, and utilization is critical [24], necessitating robust anonymization measures. It is essential to engage with the Reddit community for ongoing feedback, continuously monitor user behavior, and adapt to Reddit dynamics. Collaboration with domain experts can significantly enhance evaluation processes, while sensitivity tests contribute to greater transparency. Managing imbalanced data and exploring text preprocessing techniques are pivotal for improving generalization and feature extraction capabilities. Implementing a user-friendly interface or API facilitates seamless integration into diverse applications. The research by Benton et al. [25] on gender representation as an additional attribute offers valuable insights.

4.3.2. Future works.

The main challenge in creating the model was the dataset’s size and complexity. Expanding the dataset, though costly, will improve performance. Currently, only posting times and users’ posts are considered, but adding more user information would benefit academics. Gathering diverse Reddit data from multiple subreddits and demographics can improve understanding of user behavior and predictive potential. Additional variables like age, geography, or hobbies, as well as engagement metrics such as upvotes, downvotes, and comments, would enhance accuracy. Exploring machine learning techniques like neural networks or ensemble approaches, fine-tuning hyperparameters, and using advanced NLP techniques can boost performance. Leveraging long short-term memory (LSTM) networks or utilizing word embeddings for logistic regression holds promise for enhancing performance. Employing explainable AI methodologies, such as feature importance analysis, Shipley additive explanations (SHAP) values, and local interpretable model-agnostic explanations (LIME), enhances transparency and fosters trustworthiness [26]. Effective visualization techniques play a crucial role in intuitively communicating complex concepts, bolstering user confidence and adherence to legal and ethical guidelines.

5. CONCLUSION

Depression, a mental condition, can lead to severe consequences, including suicide, without prompt and appropriate treatment. Comprehensive analysis of posting histories could offer critical insights for improved patient diagnosis, making this research valuable for psychiatrists. The authors utilized TF-IDF and other features to enhance the diagnostic capabilities of the logistic regression-based model. Among these features—post sentiment, count, length, average time between posts—only response time between posts significantly enhanced the model's performance on specific data subsets. Compared to the model proposed by Losada and Crestani, the authors achieved a notably higher F1 score. Methodology highlights the primary objective: identifying words or word groups that aid in depression diagnosis. Employing deep learning models and incorporating additional features such as user gender or experimenting with diverse word embeddings could further enhance the research.
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