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ABSTRACT

The internet of things (IoT) has contributed to improving the quality of service and operational efficiency in many areas, such as smart cities, but this technology has faced a major dilemma: the problem of cyber-attacks of various types. In this study, we relied on the use of machine learning (ML) and deep learning (DL) techniques to present a proposed model of an intrusion detection system (IDS) for detecting different types of IoT attacks that include ARP_poisoning, DOS_SYN_Hping, MQTT_Publish, NMAP_FIN_SCAN, NMAP_OS_DETECTION, and Thing_Speak. However, the proposed model is built using Orange3 data mining tools. The model consists of random forest (RF), artificial neural network (ANN), logistic regression (LR), and support vector machine (SVM) classifiers. On the other hand, the data set that is used was obtained from the Kaggle platform’s real-time IoT infrastructure data set, called RT-IoT2022. The data set consists of a huge number of records, which are processed and then reduced to 7,481 records using linear discriminant analysis. In the next stage, the data set is fed to the Orange3 data mining tool, which is divided into 70% of the training dataset and 30% of the test dataset, in addition to using fold-cross validation to increase accuracy and avoid overfitting. Thus, the experimental results showed the superiority of RF with a classification accuracy of (99.9%), while the accuracy in ANN reached (99.8%), (97.8%) in LR, and finally, for SVM, the accuracy reached (92.9%).
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1. INTRODUCTION

Recently, the internet of things (IoT) is a system that combines different technologies and devices, doing away with the necessity for human interaction. As a result, smart cities that promote comfortable, productive, and sustainable living have been created. Through the integration of information and communications technology (ICT) in government, transportation, housing, business, sustainable living, social learning, community participation, and other areas, smart cities seek to improve the quality of life for their citizens [1]. Protecting against multiple cyberattacks and maintaining cybersecurity have become urgent concerns. The primary cause of this is the exponential expansion of computer networks and the multitude of pertinent applications that people and organizations utilize for personal or business purposes, particularly with the adoption of the IoT [2]. IoT has attracted interest from a wide range of industries, including healthcare, logistics monitoring, smart cities, and the automotive industry. But as a paradigm, it is sensitive to several serious attack risks [3]. A global network of smart devices that are connected is also defined as IoT. It
affects human activities and becomes a target for criminal behavior. The ecosystems of IoT depend substantially on cybersecurity, yet conventional approaches are inadequate because of complex design and new threats [4]. Cyber-physical systems (CPSs) are computerized systems that are employed in many industries, including manufacturing, energy, healthcare, and the military. IoT is critical to the development of sustainable infrastructure because related infrastructures depend on smart devices’ capacity for internet-based communication [5]. IoT environment monitoring, network data packet analysis, and real-time reaction generation are all made possible by the intrusion detection system (IDS). Nevertheless, they have to function in extreme environments, such as those with limited energy, low process capacity, quick reaction times, and high quantities of data processing. Improving IoT-embedded IDSs necessitates an ongoing awareness of vulnerabilities in security. The fast progress of the internet and communication technologies presents difficulties for network security in terms of precisely identifying breaches and averting assaults. Potential solutions being implemented for IDS systems are machine learning (ML) and deep learning (DL) [6, 7].

Peer-to-peer networks and blockchain users are the targets of increasing numbers of attacks using the denial of service (DoS) attack vector. Blockchain improves security, but it is still accessible to new attack threats because of its decentralized architecture, encrypted distributed storage, and privacy features. The fact that blockchain is mostly utilized for financial applications means that if a DoS effort is successful, the damage will probably be enormous. Research to date does not provide a comprehensive description of the state-of-the-art for potential DoS and related mitigation approaches [8]. Distributed denial of service (DDoS) attacks damage cloud services and cause problems for authorized users by overloading network infrastructure with requests. Fraudulent data collection, hacking, political disagreements, vandalism, and corporate competition are among the primary factors. Examples include modifying devices to function as externally controlled bots, which can cause a partial or whole denial of service. Different consequences affect traditional networks, including lost revenue, interruptions of service, damage to brand equity, and attack mitigation expenses [9]. Artificial intelligence (AI) has transformed several industries by making it possible to create functional systems for jobs that were previously thought to be imaginative. AI-enabled security systems provide instantaneous network data analysis, alert triggering, and person identification capabilities. Researchers are now extending sophisticated systems with security layers since these complex structures are vulnerable to attacks. Data scientists are currently dealing with new ML challenges in data science, such as clustering, classification, prediction, and regression, due to the rapid growth and huge volume of data generated by the IoT [10]. ML systems fulfill IoT security requirements by being scalable, strong, and adaptive. On the other hand, present IoT topologies, security risks, and network weaknesses create challenges for conventional methods.

Bagaa et al. [11] presented a study describing an ML-based security architecture for the IoT. By leveraging software defined networking (SDN) and network function virtualization (NFV) to reduce risks, the framework integrates monitoring and response agents, ML models, and anomaly detection for IoT devices. Experiments showed the effectiveness of the proposed system, which uses data mining to identify attacks with high performance and low cost. In a realistic smart building scenario, the anomaly detection system obtained a detection accuracy of 99.71%. Hussain et al. [12] presented a two-step ML strategy to prevent and detect botnet attacks on IoT. The first phase trains a DL model, ResNet-18, to detect scanning activity during an attack, while the second phase trains another ResNet-18 model to identify distributed denial-of-service (DDoS) attacks. The proposed model achieves 98.89% accuracy, 99.01% precision, 98.74% recall, and 98.87% F1-score. Rahman et al. [13] presented a model to predict several cyber-attacks (DDoS, Port Scan, Bot, Brute Force, SQL Injection (SQLi), and Heartbleed), where the proposed system first extracts patterns related to cyber-attacks from historical data using the J48 decision tree (DT) algorithm and then builds a prediction model to predict cyber-attacks. Futurism is the system was trained on a dataset provided by the Canadian Cybersecurity Institute. The overall accuracy of the proposed prediction model for detecting cyberattacks was about 99%. Ahuja et al. [14] used SDN to provide an ML approach to classify benign network traffic from ARP-pozion and ARP-flooding attacks. Mininet was used to create a Python application that collects and records attack features. With an accuracy of 99.73%, the hybrid convolutional neural network-long short-term memory (CNN-LSTM) model performs better than other ML models.

On the other side, Khan et al. [15] presented a study based on a deep neural network (DNN) model to detect intrusions in message queuing telemetry transfer (MQTT)-based protocols. The proposed model was then compared with traditional machine-learning algorithms. For single flow, dual flow, and bundle flow, the model accuracy was 99.92%, 99.75%, and 94.94%, respectively. However, the accuracy decreased to 97.08%, 98.12%, and 90.79% using multi-label classification. When comparing the DNN model to long short-term memory (LSTM) and gated recurrent units (GRUs), it had the highest accuracy at 97.13%. Bini et al. [16] presented a unique SDN-based early detection and mitigation approach for unusual IoT activity. Healthcare, agriculture, and other smart home networks can all benefit from it. The concept ensures double-layer protection by identifying threats in SDN controllers and gateway devices. Thus, a 98.5% accuracy rate was demonstrated using real-time DoS attacks on an IoT network based on the Thing Speak cloud. Dutt et al. [17] presented a model for computer network intrusion detection based on statistical
modeling anomaly detection (SMAD), which imitates the body's immune system. Anomalies in questionable network packets were identified by the second layer, adaptive immune-based anomaly detection (AIAD). A 96.04% true positive rate for SMAD and a 97% true positive rate for AIAD were demonstrated by experiments conducted on standard datasets and real-time network traffic.

Pooja et al. [18] used the complicated datasets KDDCUP-99 and UNSW-NB15 to create an automated approach for detecting network intrusions. The model, created utilizing the LSTM approach, was performed with 99% accuracy. The work focuses on the application of DL methods and a bi-directional LSTM-based identification model. The model worked well with several activation functions, reaching an average accuracy of 99.5%. The results were compared with cutting-edge approaches. Ullah et al. [19] introduced a hybrid DL model consisting of LSTM and GRU for cyberattack detection on the internet of vehicles. The combined DDoS dataset and the car-hacking dataset were used to examine the performance of the suggested model. The testing findings showed that the suggested method successfully detects attacks with an accuracy of 99.5% for DDoS attacks and 99.9% for automobile hacks. Mihoub et al. [20] investigated the use of ML to identify DoS/DDoS attacks on IoT devices. It offers a novel architecture that consists of two parts: DoS/DDoS detection and mitigation. The detection component identifies the attack type and packet type using a multi-class classifier with a “Looking back” concept, allowing mitigating techniques to be applied. The looking-back-enabled random forest (RF) classifier achieved 99.81% accuracy on the Bot-IoT dataset, according to the assessment findings. Musleh et al. [21] evaluated several feature extraction models and methods to investigate ML as an intelligent identifier on the IoT. Image filters, RF, K-nearest neighbors, support vector machine (SVM), stacked models, and transfer learning models such as VGG-16 were evaluated. And DenseNet. According to the study, stacking with VGG-16 produced the best accuracy of 98.3%. Ivanova et al. [22] presented two types of classifiers for DDoS attacks based on SVM-binary and multi-class, where ten common attacks were studied and the detection rate, classification accuracy, and other parameters were measured. SVM was found to be the most accurate, achieving a classification accuracy of up to 99.9% for some attacks.

The novelty in this work is deployed by developing a predictive model using both ML and DL techniques. The model includes RF, SVM, logistic regression (LR), and artificial neural network (ANN) to identify different types of IoT cyber-attacks. However, the selected classifiers were chosen because they demonstrate a careful application of modeling strategies, which raises the validity and interpretability of the findings, and they demonstrate efficacy in detecting IoT attacks using a registered dataset from Kaggle. The novel aspect is summarized by using all the mentioned classifiers together and using a huge data set in addition to using the Orange3 data mining tool.

2. METHOD

The detection and evaluation of cyberattacks in IoT applications is based on ML and DL learning in a large number of published papers. To identify various IoT threats, a novel ML and DL model was utilized. First, a registered dataset, including 7,481 records of various attack types and 83 features, was obtained from Kaggle. The data set had preprocessing, which included removing enormous, irrelevant, and missing data to make it appropriate for feeding into the Orange3 tool in CSV format. After that, a classification model was constructed using the four fundamental algorithms for attack detection: RF, ANN, LR, and SVM features, which were fed to the Orange3 data mining package to find and visualize the result of the model classification as shown in Figure 1 which depicts the model of IDS using Orange3. The potential of Orange3, an open-source data mining and machine learning framework, in practical internet of things systems is investigated in this study. Predictive models for the automation of smart homes for example and anomaly detection for industrial asset monitoring are recommended. Nevertheless, there are still difficulties in handling noisy sensor data, controlling systems, and integrating models with current systems. The study concludes that Orange3 can offer an adaptable framework for putting these models through testing, deployment, and validation for use in practical settings. So far, it can be one of the limitations of this study.

2.1. Proposed model

Five main stages are often involved in developing a model using ML and DL techniques, as shown in Figure 2. Data preparation, feature selection, data reduction, testing and training, and result evaluation. The dataset is preprocessed for each of the suggested solutions to convert it into a format that the algorithm can use. This stage also involves cleaning the dataset, which typically involves deleting items that include duplicates or missing data. The training dataset and the testing dataset are then created by randomly dividing the preprocessed data. In this research, the training dataset makes up around 70% of the initial dataset, with the remaining 30% being the testing dataset, to enable the model to reach a reasonable result with 7,481 records and 83 features. Consequently, 10-fold cross-validation was also applied to improve the results and
avoid overfitting. However, the size of the dataset and the complexity of the suggested model determine how long the algorithm takes to learn. So far, the dataset's feature selection, data cleaning, linear discriminant analysis, and accurate data preprocessing have enhanced classification effectiveness, data complexity, accuracy, and model performance in datasets. According to the training phase, the ML algorithm is subsequently learned with the training dataset. After the stage of training, the model is tested and evaluated according to its predictions. Using IDS models, it will be predicted if the network has a cyber security attack. In the final stage, the dataset is evaluated based on f-measure, accuracy, sensitivity, and precision once the trained model has been constructed. Using the confusion matrix, the effectiveness of the classifiers trained in the suggested model will be assessed. To determine which ML model has the best performance metrics, the acquired results will also be compared. Figure 2 depicts the flow diagram of the proposed IDS.

2.2. Dataset

One unique dataset from real-time IoT infrastructure, RT-IoT2022, was obtained from Kaggle and offers a thorough understanding of network behavior in both hostile and normal settings. It contains a huge number of simulated records of attacks from several IoT devices. The security environment is improved by using the dataset to create strong security solutions for real-time IoT networks and to improve the capabilities of IDS. One of the most important ML pre-processing steps is feature selection. It improves the effectiveness of the classification process and decreases the complexity of the data. Several feature selection techniques for IDSs were proposed by academics. These techniques are suggested for categorizing significant characteristics according to several standards [23].

2.3. Machine learning classification

Machine learning (ML) is a subfield of AI that enables computers to learn by analyzing data automatically, without explicit programming [24]. Three main areas comprise ML: reinforcement learning (RL), unsupervised learning, and supervised learning. RL entails executing tasks iteratively and modifying behavior in response to feedback; supervised learning deals with issues with labeled instances; and unsupervised learning finds patterns in unlabeled data [25]. ML models that have been trained to categorize input data into discrete classes, each with unique advantages and disadvantages, are called classifiers [26].

2.3.1. Random forest

Random forest is a combination of DT models that aims to achieve precision and avoid overfitting while avoiding unbalanced datasets. It uses the DT idea to select a random sample of data and evaluate each
DT’s unique error rate to identify the best combination of variables for classification. The formula for majority voting-based class label prediction is used as shown in (1) [27], [28].

\[ I(y) = \arg \max_c \left( \sum_{n=1}^{N} T_m(y) \right) = 0 \]  \hspace{1cm} (1)

In this case, \( I \) depict the indicator function and \( h_n \) is the RF’s \( n^{th} \) tree.
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Figure 2. Flow diagram of the proposed intrusion detection system method

### 2.3.2. Logistic regression

Is a statistical technique used to examine datasets and provide binary results based on autonomous variables that are binary. The best uses for this approach are in the prediction of binary and categorical outputs. It predicts both of the independent variable categories and controls the impact of other independent variables. The maximum likelihood technique is used to create the best-fitting function to maximize the possibility that the data will be classified into the correct division [29]. The LR model is described in (2):

\[ \frac{\text{Prob}(Y=1)}{\text{Prob}(Y=0)} = \frac{P_l}{1-P_l} = e^{(\beta_0 + \beta_1 X_1 + \cdots + \beta_k X_k)} \]  \hspace{1cm} (2)

where \( P_l \) is the probability that \( Y \) will take a value of 1, \( e \) is the exponential constant, and \((1 - P_l)\) is the chance that \( Y \) will take a value of 0 [30].

### 2.3.3. Artificial neural network

Is a machine-learning technique that replicates human brain neurons using multi-layered ANN and large amounts of data. It has proven effective in applications like speech recognition, object identification, and illness diagnosis. Neural networks like recurrent neural network (RNN), ANN, and CNN are preferred.
for feature engineering and decision-bounding in DL challenges, autonomous vehicles, and unmanned aerial vehicles [31]. However, ANN consists of up to three layers: an input layer, an output layer, and one or more hidden layers. It has many fundamental unit neurons that conduct layer-by-layer conduction between neurons to transmit signals, as shown in Figure 3 [32]. Every neuron in the input layer (designated by $X_1, \ldots, X_k$) in the input layer. In order to the concealed layer, the input variables expanded as shown in (3).

$$S_i = \sum_{k=1}^{N} W_{ki} X_k + b_i$$  \hspace{1cm} (3)

where $W_i$ is the weight value of the link between neurons $k$ from the input layer and neurons $i$ from the first hidden layer, $S_i$ is the $i$th output in the first hidden layer, and $b_i$ is the value of the bias value associated with neuron $i$. The preceding layer's output was assigned as input and propagated to the following layer for the second hidden layer [34].

2.3.4. Support vector machine
To divide linearly separable data samples into two classes, the hyperplane with the largest margin is sought after. SVM maps the data into a high-dimensional feature space and does classification if there is nonlinearly separable data. Equations for positive and negative samples define the canonical hyperplane, which has support vectors on it [35], [36]. Figure 4 depicts the structure of SVM.

2.4. Orange3 data mining tool
Is an open-source data mining toolkit used for exploratory data analysis and visualization. It is built on Python, acts as an experiment selection platform, and is useful when innovation, reliability, or quality are required. Orange may be used on the command line or in any Python context to offer a well-structured overview of various features [38], [39].
3. PERFORMANCE EVALUATION

Checking accuracy and efficiency is possible with the performance evaluation methodology. A classifier can be evaluated in several ways. A test set and a train set, each comprising 30% and 70% of the dataset, were used in this investigation. After the data has been trained using the train set, its predicted performance is evaluated using the invisible test set. To further eliminate the issue of overfitting, we employed the cross-validation approach of 10 folds. A comparison was made between the performance of the chosen classifiers; SVM, RF, LR, and ANN are the four ML classification models used in this paper. In ML, a confusion matrix lists the correct and incorrect predictions made by a classification model using a sample of the test dataset. It consists of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) [40]–[42]. Table 1 demonstrates the confusion matrix, and Table 2 shows classifier performance matrices such as F1-score, recall/sensitivity, accuracy, and precision. The Orange3 data mining tool was used to extract data. By testing the proposed model, a confusion matrix was generated for all classifiers to measure performance using performance matrices. Figure 5 depicts the confusion matrix for all classifiers. The images are divided into four groups: the first represents the confusion matrix for RF as shown in Figure 5(a), the second represents the confusion matrix for LR as shown in Figure 5(b), the third represents the confusion matrix for ANN as shown in Figure 5(c), and the last one represents the confusion matrix for SVM as shown in Figure 5(d).

Table 1. Confusion matrix [43]

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congested</td>
<td>True positive (TP)</td>
</tr>
<tr>
<td>Uncongested</td>
<td>False positive (FP)</td>
</tr>
</tbody>
</table>

Table 2. Classifier’s performance evaluation [44]

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>(\frac{TP + TN}{TP + TN + FP + FN})</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>(\frac{TP}{TP + FN})</td>
</tr>
<tr>
<td>Precision</td>
<td>(\frac{TP}{TP + FP})</td>
</tr>
<tr>
<td>F-measure</td>
<td>(\frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}})</td>
</tr>
</tbody>
</table>

Figure 5. Confusion matrix of all classifiers (a) confusion matrix of RF classifier, (b) confusion matrix of LR classifier, (c) confusion matrix of ANN classifier, and (d) confusion matrix of SVM classifier
4. RESULT AND DISCUSSION

With a perfect AUC score and excellent accuracy, F-measure, precision, and sensitivity ratings with values of 100%, 99.9%, 99.9%, 99.9%, and 99.9%, the RF model showed remarkable performance by all measures. With an AUC score of 99.8% and values for accuracy, precision, F-measure, and sensitivity around 97.8%, the LR model likewise demonstrated excellent performance. With an AUC score of 100% and accuracy, F-measure, precision, and sensitivity scores of 99.8%, the ANN model also showed exceptional performance. In contrast, the SVM model performed worse, suggesting a potential problem in accurately recognizing positive cases as well as a lower overall prediction accuracy where the AUC score is 99.2% and the accuracy is 92.9%. A comparison of the classifier’s performance evaluation is denoted in Table 3 and Figure 6. However, it has been proven that the accuracy shown in this work is better than that of earlier studies. Similar to Khan et al. [15], the accuracy rate was 97.13%; the greatest accuracy rate was 98.3% in Pooja et al. [18]; and the accuracy rate was 99.0% in Musleh et al. [21]. Nonetheless, in this investigation, the IDS system’s maximum AUC rate for identifying any attack is 100%. This result satisfies that the RF classifier is the best one because, because of its capacity to overcome noise, handle nonlinear relations, and use high-dimensional information, it has greater classification accuracy. Also, because of its robustness against noise, outliers, and complicated data linkages, the RF classifier is a good option for real-world IoT applications. Its low weight makes it appropriate for devices with limited resources and provides valuable data for identifying issues and status monitoring. The results of the comparison of the classifier’s performance evaluation of the proposed model and previous studies are shown in Tables 3 and 4, respectively.

Table 3. Comparison of classifier’s performance evaluation

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Accuracy</th>
<th>F-Measure</th>
<th>Precision</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>LR</td>
<td>0.998</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
</tr>
<tr>
<td>ANN</td>
<td>1.000</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>SVM</td>
<td>0.992</td>
<td>0.929</td>
<td>0.929</td>
<td>0.931</td>
<td>0.929</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of classifier’s performance evaluation

Table 4. Result comparison of classifier’s performance evaluation of previous studies and proposed model

<table>
<thead>
<tr>
<th>Study/Year</th>
<th>Methods/Model</th>
<th>Performance metrics</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011/2020</td>
<td>Software defined networking (SDN)/network function virtualization (NFV)</td>
<td>Accuracy</td>
<td>99.71%</td>
</tr>
<tr>
<td>2012/2021</td>
<td>Deep learning model/ResNet-18</td>
<td>Accuracy</td>
<td>98.9%</td>
</tr>
<tr>
<td>2013/2020</td>
<td>J48 decision tree (DT)</td>
<td>Accuracy</td>
<td>99%</td>
</tr>
<tr>
<td>2014/2022</td>
<td>Software defined networking (SDN)/hybrid CNN-LSTM</td>
<td>Accuracy</td>
<td>99.73%</td>
</tr>
<tr>
<td>2015/2021</td>
<td>Deep neural network (DNN), LSTM</td>
<td>Accuracy</td>
<td>97.13%</td>
</tr>
<tr>
<td>2016/2021</td>
<td>Software defined networking (SDN)</td>
<td>Accuracy</td>
<td>98.5%</td>
</tr>
<tr>
<td>2017/2020</td>
<td>Statistical modeling anomaly detection (SMAD)</td>
<td>True positive rate</td>
<td>96.04%</td>
</tr>
<tr>
<td>2018/2021</td>
<td>LSTM</td>
<td>Accuracy</td>
<td>99.5%</td>
</tr>
<tr>
<td>2019/2022</td>
<td>hybrid DL using LSTM, gated recurrent unit (GRU)</td>
<td>Accuracy</td>
<td>99.5%</td>
</tr>
<tr>
<td>2020/2022</td>
<td>“Looking Back” concept, RF</td>
<td>Accuracy</td>
<td>99.81%</td>
</tr>
<tr>
<td>2021/2023</td>
<td>RF, K-nearest neighbors, SVM and VGG-16</td>
<td>Accuracy</td>
<td>98.3%</td>
</tr>
<tr>
<td>2022/2021</td>
<td>SVM-binary and multi-class</td>
<td>Accuracy</td>
<td>99.9%</td>
</tr>
<tr>
<td>Proposed</td>
<td>RF, ANN, LR and SVM using Orange3 data mining tool</td>
<td>Accuracy</td>
<td>99.9%</td>
</tr>
</tbody>
</table>
5. CONCLUSION

Cybersecurity threats that block authorized IoT network users from using IoT systems' services might take many different forms. The IDS model is therefore suggested to prevent attacks on IoT networks by predicting them to ensure that systems, devices, and data are sufficiently secured and protected. This study aims to provide IDS based on DL and ML approaches to address these problems and stop hackers from successfully attacking IoT networks using various attack data sets. To train the system to identify threats to the IoT, we compared and chose the best dataset in this study. We employed the most well-known ML algorithms (ANN, RF, LR, and SVM) to get the greatest performance for our IDS. Following their training, each of these chosen algorithms completed testing. Finally, a confusion matrix was used to assess and contrast the algorithm's performance matrices including accuracy, F-measure, sensitivity, and precision. Through training RF with 99.9% across all four measures, for ANN the accuracy reached (99.8%), and (97.8%) for LR, and finally in SVM the accuracy reached (92.9%). However, in comparison to other methods like ANN, LR, and SVM, the study shows that the RF classifier is the best at detecting attacks in IoT networks. IoT situations with limited resources in the real world can benefit from RF's resilience, interpretability, and explainability. Future studies ought to combine other security measures with RF-based anomaly detection and use other data mining tools to assess the effectiveness of different classifications and tools. While acknowledging its limits and recommending further investigation, the paper presents the opportunity of RF for IoT security. Prospective areas for future research include verifying results using empirical data, combining RF with other security measures, and investigating distributed methods.

6. FUTURE WORK

Future research aims to verify results using empirical data, combine random forest with security measures, and investigate distributed methods. Researchers will evaluate a random forest-based anomaly detection system using internet of things network data and federated and distributed learning methodologies. On the other hand, the model will be constructed using other data mining tools to find the optimal choice for this issue.
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