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ABSTRACT

Phishing could be considered a worldwide problem; undoubtedly, the number of illegal websites has increased quickly. Besides that, phishing is a security attack that has several purposes, such as personal information, credit card numbers, and other information. Phishing websites look like legitimate ones, which makes it difficult to differentiate between them. There are several techniques and methods for phishing detection. The authors present two machine-learning algorithms for phishing detection. Besides that, the algorithms employed are XGBoost and random forest. Also, this study uses particle swarm optimization (PSO) and grey wolf optimizer (GWO), which are considered metaheuristic algorithms. This research used the Mendeley dataset. Precision, recall, and accuracy are used as the evaluation criteria. Experiments are done with all features (111) and with features selected by PSO and GWO. Finally, experiments are done with the most common features selected by both PSO and GWO (PSO \cap GWO). The result demonstrates that system performance is highly acceptable, with an F-measure of 91.4%.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Phishing is a type of cybercrime, a serious attack, and an online crime in which an attacker sends several messages that seem and look to come from a trusted source. Usually, a uniform resource locator (URL) or a malicious attachment will be included in the email. Phishing tries to get and steal sensitive and valuable information such as usernames, credit card numbers, passwords, and credentials. If the operator clicks on the file, the phishing email will steal personal information, misuse user information, harm, or infect the computer with a virus [1]. In the last decades, the number of email advertisements has significantly increased. This growth leads to unauthorized access to users' sensitive information. Also, phishing emails have increased the damage to enterprise resources [2]. Also, the process of defending against phishing is recognized as cybersecurity, and defending internet-connected sources is cybersecurity’s main objective [3]–[5].

Most organizations have improved their resources to combat potential damage from phishing and security breaches. However, effective phishing challenges have had an increased impact on international finance. Also, the risk for users and organizations still needs more protection and investigation [6].
Uniform resource locator (URL) is an address that represents the location of a website. We connect to the database stored on the server by accessing any URL. URLs are divided into two categories: malicious and benign. Malicious URLs are used for phishing and other harmful purposes, but benign URLs are harmless [7].

Cybersecurity has become more complicated since cyber-attacks have become more complicated and repeated. This complexity makes assessing, recognizing, and handling such events more complex. The anti-phishing working group (APWG) has detected more than 51,000 different phishing URLs. Also, based on the Rivest–Shamir–Adleman (RSA) examination, phishing hit the price of worldwide enterprises by $9 billion in 2016 [8]. Figure 1 illustrates the phishing report by APWG in the first quarter of 2023 [9].

![Figure 1. APWG phishing activity report first quarter 2023](image)

There are several strategies to fight phishing. The authors mainly categorize phishing detection into two categories: Awareness of users and software detection. Software detection has several methods and strategies, and one of these strategies is machine learning techniques [10]. Machine learning algorithms can be used for email classification, intrusion detection, phishing and spear phishing detection, and other cyber-attacks. Also, no doubt machine learning has a massive impact on almost every business, including phishing [11]–[13].

The rest of this study is ordered as follows: section 2 presents the author’s suggested model. Section 3 discusses the methods used in this research, such as literature review, feature selection methods, dataset, and machine learning algorithms. Section 4 presents experiments and results. The last section, section 5, presents this research conclusion and future work.

2. THE PROPOSED MODEL

The authors of this investigation will use particle swarm optimization (PSO) and grey wolf optimizer (GWO) to select features. PSO and GWO will be used to reduce the number of features to reduce complexity and time consumption. Then, two machine learning classifiers will be used. Machine learning classifiers used in this work are XGBoost and random forest (RF). The dataset used in this study consists of 111 features, and this number of features is huge and can be reduced using such metaheuristic algorithms. PSO and GWO reduced the number of features from 111 to 55 and 59, respectively. Also, in this study, authors use the most common features selected by both PSO and GWO (PSO ∩ GWO). Figure 2 presents the proposed model.

The contribution of this paper can be summarized into the following points: using particle swarm optimization and grey wolf optimizer for feature selection with the Mendeley dataset for phishing detection, using features intersection of PSO and GWO (PSO ∩ GWO) for phishing detection, and applying XGBoost and RF for phishing detection.
3. METHOD

In this section, the literature review for this research will be presented. Also, different methods for intrusion detection use different types of datasets. Besides that, feature selection methods such as PSO and GWO will be shown. In addition, machine learning algorithms used in this research will be presented. Finally, the dataset used in this research will be presented.

3.1. Literature review

Sahingo et al. [14] presented a real-time anti-phishing approach. Also, seven classifications and natural language processing algorithms are implemented. Besides that, a new dataset is assembled in this work. The constructed dataset contains 37,375 URLs. The dataset contains 36,400 legitimate websites and 37,175 illegitimate. Also, the random forest algorithm with only one natural language processing shows the best results with a 97.98% correctness rate.

Yi et al. [15] focus on employing a deep learning frame to detect phishing. Two types of features for web phishing are used. Besides, a recognition type based on deep belief networks (DBN) is introduced. A big dataset to test DBN is used, and the true positive rate (TPR) is approximately 90%.

Alshingiti et al. [16] propose three different deep-learning methods to identify phishing. Also, convolutional neural network (CNN), long short-term memory (LSTM), and LSTM-CNN are proposed to detect URL websites. This research shows that CNN is better than LSTM-CNN and LSTM in terms of correctness. The dataset used in this research contains 20,000 records and 80 features.

Mahajan and Siddavatam [17] use machine learning equipment for phishing detection by extracting different features of legitimate and illegitimate URLs. Several algorithms are used in this work, such as decision trees, random forests, and support vector machines. The dataset used in this research was composed of www.alexa.com, and the URLs of phishing data were assembled from www.phishtank.com. Results in this research show a 97.14 accuracy rate using random forest.

Alshahrani et al. [18] suggested a detection model that uses data mining with PSO to increase the method of phishing detection. Feature selection is conducted based on various techniques. The dataset in this research consists of 10,000 URLs. 6,000 genuine connections and 4,000 phishing URLs. Finally, all the classifiers have given more than 91% accuracy.

Sakunthala and Shankar [19], in this research, probabilistic latent semantic and greedy levy gradient boosting (PLS-GLGB) is suggested for detecting illegitimate websites using MapReduce. The dataset used was acquired from a phishing tank [20]. Results show meaningful amounts of phishing detection time and errors.
Adu-Manu et al. [21] examine tactics, procedures, and countermeasures of social engineering and phishing. They also displayed a comprehensive study of up-to-date social engineering methods used for phishing. Besides, necessary human attributes that put workers at risk of phishing attacks are presented.

Mosa et al. [22] present a survey of diverse machine learning techniques that conduct phishing challenges. The dataset set used consists of more than 11,000 websites from the Kaggle dataset. The algorithms used in this study are neural network (NN), naïve Bayes (NB), and adaptive boosting (AdaBoost). Accuracy achieved was 90.23%, 92.97%, and 95.43%, respectively.

Brindha et al. [23] present an intelligent Cuckoo Search (CS) algorithm with a deep learning-based phishing email recognition and categorization framework. The suggested model aims to classify the emails as either legitimate or illegitimate effectively. The implementation of the recommended model was evaluated using a standard dataset. The proposed model achieved 99.72% accuracy.

Aldakheel et al. [24] introduce an approach for finding phishing sites with acceptable accuracy. Authors utilize the convolution neural network (CNN) for accurate categorization that efficiently recognizes legitimate sites from phishing sites. The dataset used in this research is PhishTank. Also, the authors demonstrate that binary categorical loss and Adam optimizer are used, and the correctness of k-nearest neighbours (KNN), natural language processing (NLP), recurrent neural network (RNN), and random forest (RF) models are 87%, 97.98%, 97.4%, and 94.26%, respectively.

Ali and Malebary [25] propose PSO to successfully weigh diverse website features to achieve greater exactness. Experimental results show that PSO achieved good results. Several machine learning algorithms were used, such as back propagation neural network, support vector machine, k-nearest neighbour, decision tree, random forest, and naive Bayes. The dataset used in this study is from the UCI machine learning repository, which contains 4,898 phishing and 6,157 legitimate. The number of features in this dataset is 30.

Iaber et al. [26] used a grey wolf optimizer to select the proper features for phishing classification. Results show a classification rate of 97.49%. The dataset used in this study is based on PhishTank, which has 112 features, and 100,000 URLs.

Gualberto et al. [27] suggested an attempt based on machine learning for phishing detection. The proposed model reaches an F1-measure 99.95% success rate using the XGBoost algorithm. The dataset used in this work was obtained from two collections of email Phishing Corpus. This research proposes two models. The first model uses all the features acquired from the document-term matrix (DTM), and the second model uses latent Dirichlet allocation (LDA).

3.2. Feature selection
Feature selection algorithms can be classified into three groups: wrapper-based, filter-based, and embedded. This research will employ PSO and GWO [28]–[30]. The aim of using feature selection is to reduce the number of features used for phishing detection.

3.2.1. Particle swarm optimization
Particle swarm optimization (PSO) algorithm can be used for optimization. PSO is motivated by the behaviour of united animals like birds or fish. PSO cannot guarantee a good solution. In PSO, particles move according to some simple formula [30]. Also, swarms travel in the search space to find the best result. If a better position or solution is found, the movement is done. This process is repeated until the optimal solution is found [31]–[33].

3.2.2. Gray wolf optimizer
Gray wolf optimizer (GWO) algorithm is a swarm intelligence algorithm. GWO obtained by Mirjalili et al. [34], emulated hierarchy and the chasing of grey wolves. In GWO, the types of wolves are alpha, beta, delta, and omega. Alpha is the dominant and the decision maker. Beta is the second-top group of individuals and helps alpha in making decisions. The third valuable group of entities is the delta. Finally, omega is the lowest level in the group. Alpha, beta, and delta lead the rest of the groups to find the best solution [34], [35].

3.3. Dataset
The Mendeley dataset is used for the Phishing websites dataset, consisting of a group of legitimate and phishing URLs. Each website is characterized by a set of features that donate. The dataset has two variants (full variant and small variant). In the full variant, the total number of instances is 88,647, the number of legitimate websites is 58,000, and the number of phishing URLs is 30,647. The entire number of features is 111. In the small variant, the total number of instances is 58,645, the number of legitimate websites is 27,998, and the number of illegitimate URLs is 60,647. Finally, the total number of features is 111 [36].
3.4. Machine learning algorithms

Machine learning is one of the most accepted techniques for malicious websites. Finding phishing is a simple classification problem. There are several machine learning classification algorithms such as XGBoost, RF, support vector machine (SVM), decision tree (DT), and naive Bayes (NB); in this research, authors will use XGBoost and RF. RF are ensemble machine learning techniques that can be used for regression or grouping. XGBoost is an optimized algorithm designed to be highly effective, elastic, and portable. XGBoost is one of the most prevalent machine learning algorithms, and it can be used for regression and classification [5], [11], [17], [24], [25].

4. EXPERIMENTS AND RESULTS

In the following section, the authors will demonstrate the experiments’ evaluation metrics, important features, and results. This study also uses Anaconda and Weka open-source machine learning. Finally, experiments were done using a Dell Machine, 11th Gen -1165G7 @ 2.80GHz, RAM 32 GB, Windows 11.

4.1. Experiments phases and metrics

In phase 1, PSO and GWO are used separately for ten iterations, and the number of features is documented each time. In phase 2, the most repeated features from each algorithm are selected for the classification stage using RF and XGBoost. After 10 iterations using both GWO and PSO, the authors select 55 features for PSO and 58 for GWO, as shown in Table 1.

Several criteria could be used to verify the accuracy of our experiments. Those criteria are accuracy, recall (R), precision (P), F-measure, false negative rate (FNR), true positive rate (TPR), and false positive rate (FPR). This can be seen in Table 2 and (1) to (6).

<table>
<thead>
<tr>
<th>Table 1. Feature selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Matrix of confusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Act.</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

\[ \text{TPR} = \frac{x}{x + y} \]  
\[ \text{FPR} = \frac{z}{z + w} \]  
\[ \text{FNR} = \frac{y}{x + y} \]  
\[ P = \frac{TP}{TP + FP} \]  
\[ R = \frac{TP}{TP + FN} \]  
\[ F - \text{Measure} = \frac{2 \times P \times R}{P + R} \]

Here,

TPR: Amount of normal data found to be normal.
FPR: Amount of attack found to be normal.
FNR: Amount of normal found as a strike.
P: Proportion of the number of choices that are accurate.
R: Proportion of total related results accurately organized.
F- Measure: Examining of correctness.

4.2. Experiments results
This section will demonstrate the results of PSO and GWO experiments using RF and XGBoost.
The number of features in the dataset is 111. Also, the number of features selected by PSO is 55, and the number of most common features selected by both PSO and GWO is 44. Table 3 and Figure 3 demonstrates the results using the RF classification algorithm.

<table>
<thead>
<tr>
<th>Table 3. PSO and GWO using RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
</tr>
<tr>
<td>All Features (111)</td>
</tr>
<tr>
<td>PSO (55)</td>
</tr>
<tr>
<td>GWO (59)</td>
</tr>
<tr>
<td>PSO∩GWO (44)</td>
</tr>
</tbody>
</table>

The TPR range for RF is between 81% and 91%, while the precision range is between 79.4% and 84.8%. Also, the Recall is between 84.4% and 85.6%. Finally, the F-measure range is between 81.8% and 85.2%. Table 4 and Figure 4 demonstrate the results using the XGBoost classification algorithm.

The TPR range for XGBoost is between 87% and 96%, while the Precision range is between 79.1% and 96%. Also, the recall is between 85.6% and 87.3%. Finally, the F-measure range is between 82.5% and 91.4%. Figure 3 presents the F-measure range for RF experiments, while Figure 4 presents the F-measure range for XGBoost experiments.

<table>
<thead>
<tr>
<th>Table 4. PSO and GWO using XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
</tr>
<tr>
<td>All Features (111)</td>
</tr>
<tr>
<td>PSO (55)</td>
</tr>
<tr>
<td>GWO (59)</td>
</tr>
<tr>
<td>PSO∩GWO (44)</td>
</tr>
</tbody>
</table>
5. CONCLUSION

No doubt, phishing is a universal problem, and the number of phishing websites is increasing quickly. Several techniques and algorithms are used to fight phishing. This paper uses two well-known machine-learning algorithms for phishing detection: RF and XGBoost. Also, this paper presents PSO and GWO metaheuristic procedures for feature reduction. Besides, the number of features is lowered from 111 to 55 and 59, respectively. Reducing the number of features can reduce the complexity and processing time. Also, in this study, the researcher tries to use the best common features that are selected by both PSO and GWO (PSO ∩ GWO) and the number of these features is 44. Numerous assessment criteria are used, such as precision, recall, TPR, FPR, FNR, and F-measure. Finally, the investigation demonstrates that the proposed model performance is highly acceptable. The RF best F-Measure is 85.2% and occurs with GWO (59 Features). Also, XGBoost best F-measure is 85.2% and occurs with GWO (59). Future work could be an evaluation of other metaheuristic algorithms and using other machine learning classifications such as naïve Bayes, SVM, and NN.
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