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ABSTRACT

Sign language is the only means of communication for deaf and hearing-disabled people in their communities. It uses body language and gestures, such as hand shapes and facial expressions, to convey a message. It is important to note that sign language is specific to the region; that is, Arabic sign language (ArSL) is different from English sign language. Therefore, this research proposes a way to improve the translation of ArSL using a new artificial intelligence (AI) architecture. Specifically, a convolutional neural network (CNN) based on fine-tuning of the SSD-ResNet50 V1 FPN is applied to build a real-time ArSL recognition and translation system with fast and accurate results. The proposed AI architecture can provide translation of sign language in real-time to enhance communication in the deaf community. We achieved an average F-score of 86% and an average accuracy of 94%.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

People can communicate by sending messages, expressing their inner sentiments, and exchanging thoughts, either vocally or non-verbally. However, members of the deaf community are unable to speak. Therefore, the development of sign language (SL) was intended to help hearing-impaired individuals express their sentiments [1]. SL is an entirely natural language with its own lexicon and grammatical structures. Several different SLs are used across the world [2]. Therefore, deaf communities from different countries cannot easily understand each other since they do not use the same SL. Among deaf communities worldwide, the use of the Internet for communication purposes is an increasing trend. In fact, the deaf use a variety of internet video-sharing platforms, including vlogs (video blogs) for entertainment, education, and other forms of SL communication [3]. However, it is difficult to access and analyze this enormous collection of signed video footage because there is a lack of associated text-based tagging information, and ‘extracting’ content directly from videos is still a difficult challenge [4]. In this context, Hamroun et al. [5] proposes a multimedia retrieval approach that facilitates the exploitation of the video contents. Moreover, support for the representation and description of SL video content using sign writing systems is also limited [4]. Additionally, the majority of videos are uploaded without subtitles or transcripts, which makes viewing more challenging for individuals with hearing impairments [6].

Therefore, researchers working in the deaf community are looking for automatic means and techniques to assist and serve deaf individuals by automating systems that help them communicate and make their lives
simpler [7]. In this context, the development of AI technology, especially machine learning (ML) and deep learning (DL) techniques, is crucial. Indeed, many sign recognition systems have been suggested using ML techniques that record human motions, evaluate them, and then output the SL or text [1].

Automatic translation from or into SL relies on recognition to create written text using an annotated SL corpus or other tools related to grammatical structure, syntactic rules, or synthesis designed for SL. Thus, research on automatic translation is necessary for the growth and development of all SLs [8]. While such studies are challenging, the topic is receiving increasing attention due to its wide range of potential applications [9].

The current research aims to improve communication between deaf and hearing-disabled communities and non-deaf communities by proposing a new AI architecture. This architecture is designed to recognize ArSL in real time and translate it to English text using DL and transfer learning techniques.

- How can AI techniques be used to resolve the problems related to real-time ArSL recognition and detection?
- Is it possible to build an architecture using a CNN based on the learning transfer of the SSD-ResNet50 V1 FPN to translate ArSL to English?
- What is the effectiveness of the proposed algorithm compared with other deep learning algorithms, such as MobileNet?

In this paper, our research contributes to the field of deaf communication using an AI technique. Firstly, we propose an AI technique to resolve the problems related to real-time ArSL recognition and detection. Secondly, build an architecture using a CNN based on the learning transfer of the SSD-ResNet50 V1 FPN to translate ArSL to English. Thirdly, our experimental results demonstrate that our architecture encompasses others and obtains an average accuracy of 94%.

The remainder of the paper is organized as follows: related and existing works are discussed in section 2. The Arabic sign language (ASiL) system architecture is described in section 3. In section 3.1., we detail the construction of the ASiL dataset. The construction of the training model is described in section 3.2. Experimental setup and results are given in section 3.3.1., section 3.3., section 4., and section 4.4. Lastly, section 5. concludes the paper with a summary and perspective of our works.

2. LITERATURE REVIEW

According to a recent report from the World Health Organization [10], more than 430 million individuals worldwide or more than 5% of the world’s population have speech or hearing impairments. Further, approximately 700 million people, or one in every ten people, will experience debilitating hearing loss by the year 2050. For deaf and hearing-disabled people, SL is the primary form of communication. It is a native language that is used by 70 million people worldwide and 18 million in the Arabic world alone [8].

SL is a visual language that uses body language and gestures, such as hand shapes, lip patterns, and facial expressions, to transmit messages [11]. There is no single SL that is used by deaf people around the world; rather, SLs differ by country and geographic region [7]. Moreover, there are different SLs even in countries that speak the same language. For example, American SL (ASL) and British SL (BSL) are separate SLs [12]. Arabic countries are no different, and there are different SLs for Jordan, Egypt, Yemen, Saudi Arabia, and Oman [13]. Even though these languages coexist in nations with similar cultures and share some signs, most are different. Consequently, the League of Arab States (LAS) and the Arab League Educational, Cultural, and Scientific Organization (ALECSO) suggested a new SL named ArSL in 1999 to standardize various languages into one [14]. A dictionary of roughly 3200 signs is available for this language, and it was released in two parts [15], [16]. ArSL is now used mainly in the Arab Gulf countries, and it is the main language used by Arabic news media [14].

Additionally, the syntax of SL differs significantly from that of spoken language, including the lexicon, word order, and language structure [9]. Sentences are arranged in ArSL so that the subject (S) precedes the verb (V) and the object (O). In contrast to Arabic, which has several structures, including SVO, VOS, VSO, SOV, and OSV, ArSL primarily uses SVO and SOV structures. Additionally, prepositions are absent from ArSL when used indirectly; for example, جَلْبُ الرَّجْلِ فِي المسجد is translated in ArSL as جَلْبُ الرَّجْلِ فِي المسجد [14]. As a result, SL is different from spoken language and independent of it. Hence, there is a need for SL recognition (SLR) in addition to machine translation between spoken language and SL to enhance two-way communication, which would positively impact communication between individuals who use SL and those who might not understand it [17] as well as between deaf communities that use different SLs.
In recent years, several studies have been on SLR [1], which has been defined as a system that can recognize signs and provide a set of words as output [2]. SLR encompasses data collection, pre-processing, and feature extraction. There are two methods for recognizing SL: sensor-based and image-based methods [1]. Sensor-based methods require the user to wear sensor-equipped instrument ‘gloves’ to detect hand gestures. In contrast, image-based methods do not require the user to wear any equipment. Compared to sensor-based systems, the image-based method offers users greater flexibility [3], [7].

Recent research has focussed on the performance of image-based methods for identifying ArSL [18], [19]. These systems were created utilizing a variety of ML techniques, including elastic graph matching [20], support vector machines (SVMs) [21], and artificial neural networks [22]. Numerous research domains, including image identification and classification, have benefitted from DL methods [3].

Nagi et al. [23] employed a CNN along with colour segmentation and morphological image processing. When applied to 6,000 sign images derived from six gestures, their model had a 96% accuracy rate. Moreover, Tang et al. [24] used a CNN with a deep belief network (DBN). Thirty-six distinct hand postures were used to train the DBN and CNN models. The accuracy of the DBN model was 98.12%, which was greater than the accuracy of the CNN model. Sruthi and Lijiya [25] employed a CNN architecture to identify Indian SL alphabets, achieving an accuracy of 98.64%.

To reduce the amount of time and dataset samples required to train the CNN model, some researchers have employed transfer learning techniques. Saleh and Issa [26] utilized fine tuning to improve performance in classifying 32 hand gestures from the ArSL dataset using pre-trained VGG-16 and ResNet152 networks. The testing accuracy for VGG16 and ResNet152 were 99.4% and 99.6%, respectively. [2] employed MobileNet-LSTM with transfer learning and achieved accuracy of 99.7% and 72.4%, respectively.

ElAlfi et al. [27] presented a knowledge-based approach for translating Arabic text into ArSL. The process of translating an Arabic word into its corresponding sign follows specific rules. Five experts utilized the proposed system to examine 101 sentences, and the F1 score was 97.7%. The approach addresses the word-level distinctions between Arabic and ArSL but overlooks sentence-level variations in syntax and structure.

Researchers have created ArSL datasets. For example, Latif et al. [29] created a dataset called ArSL2018, consisting of 54,049 images of 32 ArSL signs and alphabets collected from 40 participants in different age groups. Sidig et al. [11] constructed another database for ArSL named KArSL, including 502 signs performed by three professional signers, each of which is repeated 50 times by each signer. Bencherif et al. [30] created a video-based sign database for ArSL. The signs include the Arabic alphabet, numbers, and some daily use signs, including 80 static and dynamic signs, with each sign repeated five times by 40 signers.

Luqman and El-Alfy [2] created an ArSL database consisting of 6748 videos of 50 signs performed by four signers. Moreover, Batnasan et al. [31] collected and annotated a letter dataset (ArSL21L: Arabic sign language letter dataset benchmarking and an educational avatar for metaverse applications) consisting of 14202 images of 32 letter signs with various backgrounds performed by 50 people. The KSU-ArSL dataset consists of 80 Arabic alphabets, numbers, and common words recorded by 40 healthy subjects using three cameras, with each sign repeated five times in five separate sessions on the same day. As a result, there are 200 video samples per class and 16,000 total samples [32].

As observed from the literature, research on ArSL recognition and translation is in the early stages [2]. The absence of language resources, such as corpora and linguistic studies of ArSL, could be partly affecting the development of ArSL recognition and translation [33], [11]. The use of DL models could help to resolve the problem of SL detection. To the best of our knowledge, previous research on DL models has only reported accuracy and not response times. However, the latter is an important factor in real-time systems. Moreover, few works have focused on the detection and translation of ArSL to Arabic text in real-time, and no study has attempted to translate ArSL to English language in real-time.

3. METHOD

An overview of the ASiL platform is presented in Figure 1. It consists of two fundamental steps: data pre-processing and training. Data pre-processing is a fundamental step for detection systems based on DL algorithms. We constructed an Arabic sign language dataset. A part of this dataset is presented in section 3.1. The result of this step is a set of images for training and testing and an XML document describing each image. The input for the training is a record file which containing all the images for training and the corresponding
annotations and a label map file which contains the several classes and their meanings (a class refers to an English term). We train the SSD-ResNet50 V1 FPN [34] model with our new ASIL dataset. Real-time detection can then be performed, with the name of the sign presented in English. Using the common objects in context (COCO) [35] dataset, we pre-trained several detection models, including the SSD-ResNet50 V1 FPN and SSD MobileNet V1 FPN 640x640 from the TensorFlow 2 detection model zoo [36].

3.1. Construction of the ASIL dataset

As mentioned above, this step is fundamental for the training of the DL model. In fact, a new database is needed for SL because we cannot use a standard object detection dataset like COCO. This dataset [37] is used by default in the object detection API of the TensorFlow library. We need to recognize specific objects that only have meaning for deaf-mute Arabic people. For this work, we constructed only 118 classes, corresponding to 118 static hand signs. For each class, we made 50 images, which means 5,900 images in total. First, we record a set of images and classes to enrich the existing database. After the recording step, the obtained images must be labeled because they were initially recorded without annotation. The LabelImg [38] an annotation tool is used to annotate the bounding boxes defining the hands responsible for SL in each image. This tool can be easily installed on GitHub. Figure 2 illustrates the use of the LabelImg tool to annotate the collected images. With this tool, an XML file is generated for each image. An example of an image annotation XML file is shown in Figure 3. Each XML file stores the location of the object, the coordinates of the area, as well as the annotation (the name of the gesture).

After this annotation step, the database is divided into two parts: one for testing and another for training, and the ratio between the training and test datasets is 7:3. That means 70% of the dataset is reserved for training and 30% for testing. Then, a labelMap file in .pbtxt format must be provided. This document lists all the classes used in ArSL, that is, all the meanings of the gestures made by the professional signatories. This document provides auxiliary information for the following annotation and detection steps. Images, annotations, and labelMaps are transcribed into TFRecords to prepare for training with the TensorFlow framework. After the recording step, the obtained images must be labeled because they were initially recorded without annotation.
3.2. Construction of fine-tuning based training classification

Our training model is based on the TensorFlow object detection API [39]. This API contains several deep-learning algorithms capable of detecting objects in images. The set of the configuration file pipeline.conf is needed to parameterize the number of classes, and the batch size. The pipeline contains all the layer configuration and testing. The objective of training based on fine-tuning learning is to start not from zero but from a pre-trained model, which can considerably improve the accuracy of the system. In this context, we use the pyCOCOtools package (COCO’s Python API tools) as a starting point for the training (Checkpoint 0). As mentioned above, editing pipeline.conf is crucial to accommodate the new classes and the new data. To facilitate the construction of the new system, each step of the training process is recorded in a file in the form of checkpoints. Following training, the Tensorflow model generated Graphdef and Checkpoint graphs. These graphs are converted to TensorFlow Lite (tflite) format, after which an interpreter is constructed. The interpreter executes the model using a collection of operators. Tensorflow is used to manipulate data, create models, train, and forecast. However, deep learning needs a large amount of computing power. Training for embedded and mobile devices is possible, but it will take a considerable amount of time. To address this issue, TensorFlow will be utilized for training and TensorFlow Lite for inference.

The multi-level features that the SSD-ResNet50 architecture receives as inputs are produced by the feature pyramid network (FPN). An object detector receives the extracted feature map layers from the FPN, which functions as an extractor. Any hand sign gesture object that the model localizes will have an object boundary box drawn around it at each location. The training results are converted into TensorFlow Lite (.tflite) format for mobile usage. The following steps are detailed in the next sections:
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− Extracting characteristics via the ResNet50 V1 network.
− Apply feature pyramid network (FPN).
− To detect the object, use the ResNet50 network’s output as the SSD network’s input.
− Converting to TensorFlow Lite format.
− Making an Android app to implement the TensorFlow Lite model.

3.2.1. Extracting characteristics via the ResNet50 V1 network

For feature extraction, we utilize the ResNet50V1 network [34]. The ResNet50 V1 network makes use of a CNN. The construction block of the 50-layer ResNet is designed as a bottleneck. A bottleneck residual block decreases the number of parameters and matrix multiplications by using 1x1 convolutions, often known as a bottleneck. This allows for significantly quicker training for each layer. It employs a stack of three layers rather than two. Figure 4 illustrates the deep residual learning architecture that serves as the foundation for the ResNet50 model. The network can hold onto its prior learning thanks to the residual blocks. If there is nothing new to learn, the network will add what it has already learned by using an identity mapping function where the output equals the input to retain what it has learned.

![Residual ResNet50 v1 block](image)

Figure 4. Residual ResNet50 v1 block

3.2.2. Apply feature pyramid network (FPN)

Feature pyramids are an essential component of recognition algorithms that recognize things of various sizes. These pyramids are size-invariant. An object’s scale change is compensated by altering its level in the pyramid, allowing models to identify items at a wide variety of scales by scanning through pyramid levels and positions. The primary benefit of highlighting each level of an image pyramid is that it results in a multi-scale feature representation in which all levels are semantically strong, even high-resolution levels. Nonetheless, including each level increases inference time, consumes a lot of memory, and causes inconsistency between train and test-time inference. The architecture, which is known as the FPN [40], which is seen in Figure 5, uses lateral connections and a top-down-sampling approach to integrate high-resolution, semantically weak features with low-resolution, semantically strong features to increase the accuracy of small object detection.

![Feature Pyramid Network](image)
3.2.3. Detecting objects with SSD

A feed-forward convolutional network is the basis of the single shot multibox detector (SSD) \[41\], a method that generates a fixed-size set of bounding boxes and scores for the presence of object class instances in those boxes. A non-maximum suppression step then generates the final detection. Bounding boxes that have been carefully chosen based on their sizes, aspect ratios, and placements throughout the image are represented by default boxes. Predicting category scores and box offsets is the fundamental function of SSD, which aims to identify which default box will be used to apply convolutional filters to the feature maps.

A widely used architecture for high-quality image categorization serves as the foundation for the initial network layers. The model’s usage of multi-scale convolutional bounding box outputs connected to many feature maps at the network’s top is one of its main characteristics. We can efficiently model the space of potential box forms using this representation. The assignment of ground truth information to certain outputs within the defined set of detector outputs is the primary distinction between training SSD and training a conventional detector that employs region suggestions. SSD uses several additional layers, such as feature map extraction, in addition to the VGG-16 base network. Therefore, we propose to use the ResNet50 V1 network for feature map extraction instead of the VGG16 base network.

To recognize Arabic sign items, the SSD adds extra auxiliary bits after ResNet50 V1. The SSD model creates a vector that represents the chance of occurrence of \( c+1 \) item, where \( c \) is the number of levels and a background layer denotes the lack of an object. A vector consisting of four components (x, y, h, and w) represents the item’s location in the frame.

After each training phase, we compute the loss function until it is minimized, at which point we make adjustments to make it more like the real object. In this context, we employ the smooth L1-loss, which can be understood as a combination of L1-loss and L2-loss, for the localization loss. When the argument’s absolute value is large, it behaves as an L1-loss; when the argument’s absolute value is approaching zero, it behaves as an L2-loss. Smooth L1-loss combines the advantages of L1-loss (steady gradients for large values of \( x \)) and L2-loss (less oscillations during updates when \( x \) is small). The equation is presented by (1). The information is then sent to the SSD network, which figures out the coordinates, the loss function value, and the chance that the item will show up after images are fed into ResNet50 V1 and the FNP network to extract features.

\[
L_{1,\text{smooth}} = \begin{cases} 
|x| & \text{if } |x| > \alpha; \\
\frac{1}{\alpha} |x| & \text{if } |x| \leq \alpha
\end{cases}
\]

\( \alpha \) is a hyper-parameter is taken as 1, \( \frac{1}{\alpha} \) appears near \( x^2 \) to make it continuous.

Figure 5. FPN block demonstrating the lateral connection fused by addition and the top-down manner
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3.2.4. Converting to Tensorflow lite (flite)

A slim version of TensorFlow designed for embedded and mobile devices is called TensorFlow Lite. It makes machine learning model execution on mobile devices possible. The process of the model is shown in Figure 1. The model file format, a graph processing interpreter, a set of helpful kernels, and an interface for the hardware acceleration layer are all included in TensorFlow Lite. This effort solely piques our curiosity because of the model’s file format. TensorFlow Lite is the name given to this special model file format. It depends less on the hardware configuration and is extremely light.

3.3. Parameters selection

In this section, we describe the parameters selected for the realization of our system. The first part is devoted to the choice of the training and testing environment. Then we discuss the used loss functions and compare them with other loss functions to argue our choice. Finally, we present and discuss our choice of learning rate. Indeed, the learning rate is a hyperparameter that controls the extent to which the model weights are adjusted based on the displayed error after each step.

3.3.1. Selection of training and testing environment

The Python language is used to implement our ASiL platform. We set up two kinds of environments: i) one for training and another for ii) collecting data and real-time testing. Indeed, for the training environment, we use Google Colab. It is a Jupyter notebook in a cloud environment. It has a portable operating system interface (POSIX) x64 with 16 GB of RAM and a GPU (NVIDIA-SMI 460.32.03). The GPU is very important to optimize the execution time in the training phase. The version related to Tensorflow is 2.9.2, and the TensorFlow version is 2.9.1. For the testing, it is done in Anaconda/Jupyter Notebook 6.4.12 on a laptop with Windows 10 Professional x64 OS and a classic CPU Intel (R) Core (TM) i5-8250U @ 1.6 GHz 1.8 GHz with 8 GB of RAM, with the same version of TensorFlow and OpenCV 4.6.0. It is important to use the camera. The variation is important because we want to simulate a real environment. This environment looks like a small device should not have very sophisticated performance like the presence of a NVIDIA GPU.

3.3.2. Loss function

The objective of object detection, a popular deep learning challenge, is to find (localize) and categorize items in an image. A loss function that gauges how effectively the model predicts object locations and classes must be defined in order to train an object detection model. The classification loss and the localization loss are the two types of object detection loss functions. The former is used to train a head that classifies objects in order to identify their type, whereas the latter is used to train a different head that locates objects by regressing a rectangular box. To prevent the overfitting issue, regularization is used. In the following, the classification loss, localization loss, regularization loss, and total loss results will be discussed. The performance indicates that our model achieves outstanding performance in ArSL detection and recognition tasks. We use TensorBoard to visualize parameter changes during the model training process.

3.3.3. Classification loss

This work makes use of focal loss. In order to ensure that predictions on difficult cases get better over time rather than getting unduly confident with easy ones, focused loss concentrates on the examples that the model gets incorrect rather than the ones that it can predict with confidence. Focal loss uses a technique known as downsizing to accomplish this. By decreasing the impact of simple examples on the loss function, a strategy known as “down weighting” directs greater focus toward difficult examples. By incorporating a modulating element into the cross-entropy loss, this method can be put into practice. The equation (2) details the focal loss function.

\[
FocalLoss = - \sum_{i=1}^{n} (1 - p_i)^{\gamma} \log(p_i) \tag{2}
\]

where the focusing parameter, \(\gamma\), needs to be adjusted by cross-validation.

Figure 6 represents the classification loss for the ASiL model. We represent the classification loss performance during the training of both versions of ASiL. We obtained approximately the same result after 10,000 steps and a loss of less than 0.2.
Classification loss for the ASiL based on MobileNet and ResNet50

Figure 6. Classification loss for the ASiL based on MobileNet and ResNet50

Localization loss

The localization function used is the (1) explained in section 3.2.3. Figure 7 represents the localization loss for the ASiL model. We represent the localization loss performance during the training of both versions of ASiL. We obtain approximately the same result after 10,000 steps.

Figure 7. Localization loss for the ASiL based on MobileNet and ResNet50

Regularization loss

One strategy to discourage the model’s complexity is regularization. By punishing the loss function, it achieves this. This assists in resolving the overfitting issue. Regularization loss in TensorFlow is just the total of the $L_1$ or $L_2$ penalty terms computed using the model’s weight matrices. The total loss that the model is attempting to minimize is then formed by adding the regularization loss to the initial loss function.

$$L_1 \text{Regularization} = \lambda \sum_{j=0}^{m} |w_j|$$  \hspace{1cm} (3)

$$L_2 \text{Regularization} = \lambda \sum_{j=0}^{m} w_j^2$$  \hspace{1cm} (4)

$L_1$ and $L_2$ regularization are two popular regularization methods that are used to deal with overfitting and feature selection. $L_1$ regularization, sometimes referred to as lasso regression, consists of appending the coefficient’s absolute value of magnitude as a penalty term to the loss function. $L_2$ regularization, sometimes referred to as ridge regression, consists of appending the coefficient’s squared magnitude as a penalty term to the loss function. $\lambda=0.0004$. Experimentation is what determines this value.

Figure 8 represents the regularization loss for the ASiL model. We represent the regularization loss performance during the training of both versions of ASiL. The performances of ASiL based on ResNet50 and MobileNet are almost the same after 10,000 steps.
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decreased very fast 44% compared to 23% for MobileNet. The loss regularization obtained for ResNet is less than 0.0996 compared to MobileNet’s 0.1638.

\[\eta_t = \eta_t^{min} + \frac{1}{2}(\eta_t^{max} - \eta_t^{min})(1 + \cos(\frac{\tau_{cur}}{\tau_1} \pi))\]  

(5)

Figure 8. Regularization loss

The total loss is the sum of the classification loss, the localization loss, and the regularization loss. We obtained an acceptable value of about 0.4 after training 10,000 steps. Figure 9 shows the Total loss during 10,000 steps.

Figure 9. Total loss

3.3.4. Learning rate

One hyperparameter that regulates how much the model is altered in response to the predicted error after each update of the model weights is the learning rate. Selecting the learning rate is difficult since a value that is too high could lead to learning an unstable training process or a sub-optimal set of weights too quickly, while a value that is too low could result in a lengthy training process that could become stuck. When setting up a deep learning model, the learning rate can be the most crucial hyperparameter. Consequently, developing an intuition regarding the dynamics of the learning rate on model behavior and understanding how to look into how the learning rate affects model performance is crucial. We employ the momentum optimizer and the cosine annealing learning rate schedule in our model. The impact of cosine annealing is that it begins with a large learning rate and then reduces it quickly to a minimum value before dramatically increasing it once more. When the learning rate is reset, it functions as if the learning process were to restart itself, and using the same good weights as the starting point is known as a warm restart as opposed to a cold restart, which may utilize a fresh set of small random integers.
where $\eta_i^{\min}$ and $\eta_i^{\max}$ are ranges for the learning rate and $\tau_{\text{cur}}$ account for how many epochs have been performed since the last restart.

Figure [10] illustrates our comparison of the two versions of the ASiL learning model’s performance in terms of learning rate. The first one is ASiL based on MobileNet, and the second one is the ASiL model based on ResNet50. The version based on ResNet50 has a better learning rate.

![Figure 10. Learning rate](image)

4. RESULTS AND DISCUSSION

The real-time sign was sent into the trained model as input after the model had been trained and tested during the training phase. On COCO, an object detector’s performance is measured using 12 metrics; more than 10 indicators are utilized to assess target detection models. The most often utilized ones are f-score, recall, accuracy, and precision. Thus, we assess our model using those metrics. Equations (6), (7), (8), and (9) demonstrate how they are all ranked as true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (6)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (7)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (8)
\]

\[
F\text{-Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (9)
\]

The bounding box and score for every sign-hand object are recorded in the created log file. The output frame with the designated Arabic sign, the evaluation results, and the log file were obtained as the last step.

4.1. Precision/recall performance of each sign gesture

We illustrate the system’s performance in precision in Figure 11 and recall in Figure 12. The corresponding equations for precision and recall are given by (7) and (8), respectively. There are just 9% of signs that are less than 80% accurate. Our model’s average recall is 85%, and its average precision is 91%. Most signs have a precision near 1, as shown in Figure 11. However, during the training process, our model was unable to identify eight signs from 118 signs gestures: bed, October, wall, west, whistle, chalk, employee, and engagement. This issue can be attributed to their pronounced similarity to other visual indicators within the dataset.
4.2. F-score performance of each sign gesture

The F-score is a measure that takes into consideration precision and recall at the same time and is defined by (9). Figure 13 demonstrates that the F-score is consistently high, approaching 1, for the majority of signs. However, eight signs highlighted in the previous section exhibit an F-score of 0, because they are not recognized by the model. An average F-score of 86.4% is measured for our model based on ResNet50.

4.3. Accuracy performance of each sign gesture

Figure 14 details the gesture name used as the class name and the accuracy found after testing the system. Only 14% of signs (i.e., 17 signs) do not have an accuracy different from 1. Among them, only 6.77% (i.e., 8 signs) have an accuracy of less than 0.8. The bed, October, Wall, West, Whistle, chalk, Employee, and
engagement signs were not detected and recognized by our model. The system has an average accuracy of 94%.

4.4. Comparison with other model performances

The final step of the evaluation is the comparison of the other most relevant systems in the literature. Our ability to compare with other current systems in the literature is limited due to the absence of a comparable dataset. In fact, we have created our dataset using the widely used Arabic sign language in the Arab world. Due to this rationale, we have incorporated an alternative version of ASiL that relies on the MobileNet model of Fine-tuning. MobileNet is renowned for its rapidity and efficacy in detecting objects. Figure 15 shows the precision values of our system compared to the ASiL MobileNet version precision values for each sign. We see that most of the precision values are equal to 1. If we compare them to the precision values corresponding to the ASiL MobileNet version, we can notice a significant improvement. It can be seen that most precision values exceed 0.85, which means that the improvement encompasses all concepts. The average precision for ASiL ResNet50 is 91% compared with ASiL MobileNet’s is 33%.

Likewise, we notice a significant improvement from an F-score point of view, as shown in Figure 16. As seen, the curve of our system is near to 1 compared with the curve corresponding to the MobileNet model. Indeed, the values corresponding to MobileNet are less than 0.6. This value is not acceptable.
Figure 16. F-score metric for ASiL based on ResNet50 model compared with F-score of ASiL based on MobileNet

Figure 17 shows a comparison of the recall values of the two versions of ASiL (based on ResNet50 and based on MobileNet). Both versions have similar recall results. For ASiL ResNet50 it has a high precision value of 91% and a high recall value of 84.9%, which is very acceptable. As for ASiL MobileNet, it has a low precision value of 33% and a high recall value of 87%, i.e., almost all of the correct answers, but the low precision (for example, 33%) will provide many more incorrect answers as a response. Of those correct: it will therefore be difficult to use.

5. CONCLUSION

This paper introduces a comprehensive approach to addressing the communication gap between deaf individuals who use ArSL and non-deaf individuals. We proposed an AI architecture for the detection and translation of Arabic sign language into English in real-time. Our ASiL platform is based on the ResNet50 model and compared with the MobileNet model.

Through a series of experiments, we demonstrated the system’s accuracy using different evaluation methods for training and testing, achieving an impressive average F-score of 86.4% and an accuracy of 94%. Those metrics and others are discussed and presented for each sign. The ASiL platform is a step in the direction of social inclusion rather than only a technological solution. By bridging the language barrier between sign languages and the spoken language, we aim to make it easier for deaf individuals to integrate into society. Therefore, our model is lightweight, which makes it easy to deploy on a smartphone by incorporating it into the tflite format and deploying it in mobile applications on any OS (Android and iOS), which makes communication between deaf-mute and non-deaf more appropriate. In fact, the tflite file containing the trained model measures 50 MB.

Although our system exhibits excellent performance, it nevertheless has significant limitations. Our future plans involve creating a video-based dataset that focuses on Arabic hand sign language. In addition, we want to utilize the recurrent neural network (RNN) on this video dataset and analyze the outcomes. Furthermore, the analysis reveals that out of the total 118 signs, our system fails to detect eight of them. To address this issue, we want to enhance their recognition by improving the preprocessing phases for those signs. Additionally, we have intentions to create a smartphone application. Currently, the initial model is being converted into TensorFlow light format in order to simplify its integration with a mobile application. This application’s
development will involve validating the technique by testing its effectiveness with actual deaf-mute users. Additionally, it will assess the convenience of use and user-friendliness for the end user.
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