Automated classification of brain tumor-based magnetic resonance imaging using deep learning approach

Hamza Abu Owida¹, Ghayth AlMahadin², Jamal I. Al-Nabulsí¹, Nidal Turab², Suhaila Abuowaida³, Nawaf Alshdaifat⁴
¹Medical Engineering Department, Faculty of Engineering, Al-Ahliyya Amman University, Amman, Jordan
²Department of Networks and Cyber Security, Faculty of Information Technology, Al-Ahliyya Amman University, Amman, Jordan
³Department of Computer Science Faculty of Information Technology Zarqa University, Zarqa, Jordan
⁴Science Faculty of Information Technology, Applied Science Private University, Amman, Jordan

ABSTRACT

The treatment of brain tumors poses significant challenges and contributes to a significant number of deaths on a global scale. The process of identifying brain tumors in medical practice involves the visual analysis of photographs by healthcare experts, who manually delineate the tumor locations. However, this approach is characterized by its time-consuming nature and susceptibility to errors. In recent years, scholars have put forth automated approaches to early detection of brain tumors. However, these techniques face challenges attributed to their limited precision and significant false-positive rates. There is a need for an effective methodology to identify and classify tumors, which involves extracting reliable features and achieving precise disease classification. This work presents a novel model architecture that is derived from the EfficientNetB3. The suggested framework has been trained and assessed on a dataset consisting of 7,023 magnetic resonance images. The findings of this study indicate that the fused feature vector exhibits superior performance compared to the individual vectors. Furthermore, the technique that was provided showed superior performance compared to the currently available systems and attained a 100% accuracy rate. As a result, it is viable to employ this technique within a clinical environment for the purpose of categorizing brain tumors based on magnetic resonance images scans.
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1. INTRODUCTION

The brain holds paramount importance within the human body since it serves as the central regulator of all bodily systems and plays a pivotal role in the cognitive processes involved in decision making. The brain is responsible for regulating all of the body's automatic and involuntary physiological processes [1]. A brain tumor may arise due to the aberrant proliferation of cells within the brain. Brain tumors can manifest as either malignant or benign in nature. The growth of tumors, regardless of their benign or malignant nature, within the cranial cavity exerts pressure on the cerebral tissue and adjacent anatomical components. The potential consequences of this action include significant neurological impairment, potentially resulting in fatality [2], [3].
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It is anticipated that brain cancer is expected to be ranked as the 10th leading cause of cancer-related mortality in the year 2023, encompassing both males and females across all age groups. Globally, the prevalence of individuals afflicted with brain tumors stands at an estimated 700,000. Moreover, predictions indicate that an additional 95,000 cases will be diagnosed in the year 2023. In the year 2023, it is anticipated that 18,990 people would pass away as a result of a malignant brain tumor [4], [5].

The most observed brain tumors include gliomas, meningoia, and pituitary tumors. Brain tumors can be classified using many classification systems. One often utilized classification scheme involves categorizing brain tumors into two main types: benign tumors and malignant tumors. Benign brain tumors typically manifest as intracranial growths situated inside the confines of the cranial cavity, however external to the cerebral tissue [6], [7]. Meningiomas constitute a significant component within this cohort. Due to their limited propensity for infiltrating the adjacent brain tissue, these entities exhibit a considerable likelihood of surgical excision. Pituitary tumors, which originate in the pituitary glands responsible for hormone regulation and bodily activities, are referred to as pituitary tumors. Pituitary tumors are classified as benign neoplasms and lack the ability to metastasize to distant anatomical sites [6], [7]. Pituitary tumors can lead to enduring hormone insufficiency and visual impairment because of associated consequences. Gliomas represent the most common form of malignant brain tumor [7], [8].

The aforementioned entities are primarily responsible for the development of a majority of brain malignancies, as they consist of cells that exhibit unregulated growth. While it is uncommon, there is a possibility for the spread of these growths to the spinal cord or other organs within the body [7]. These growths exhibit rapid growth and have the potential to infiltrate the adjacent healthy tissues.

Therefore, it is crucial to rapid and accurately diagnoses brain tumors in order to safeguard patients from detrimental consequences. Healthcare providers encounter challenges in both the diagnosis and treatment of brain tumors owing to their complex nature. The prognosis for patients with brain tumors is significantly improved when prompt diagnosis and treatment are administered. The acquisition of a brain tumor biopsy necessitates surgical intervention, hence rendering the procedure more intricate compared to biopsies conducted on other organs. Therefore, it is imperative to identify a dependable substitute for invasive surgical techniques in the realm of diagnostic procedures [9], [10]. When it comes to the identification of brain tumors, magnetic resonance imaging (MRI) is considered the most reliable and widely accepted diagnostic technique. Typically, physicians utilize traditional assessment of MRI scans in tandem with the capacity of MRI technology to accentuate irregularities in the morphology, dimensions, or positioning of brain tissue, hence facilitating the detection of malignancies [11], [12].

Visual diagnosis is highly dependent on the expertise of the examining physician; further challenges are posed by differences in medical training and image quality. It is challenging for a doctor to perform a rapid analysis of these images due to the presence of many abnormalities or noisy data. As data sets expand, it becomes harder to draw meaningful conclusions from them. It is more time-consuming and expensive to look for a brain tumor manually [9], [13]. Thus far, the application of computer-aided technologies for medical image processing has proven to be progressively advantageous for physicians in the detection of brain malignancies. Deep learning is a subfield of artificial intelligence that enables computational models to acquire and enhance their human-like capabilities. The system offers multiple levels of abstraction and facilitates data retrieval. Deep learning is a crucial component in the field of data science, as it significantly contributes to the development of analytical models using data. Data scientists find it advantageous to possess the ability to extract valuable insights from extensive databases [14], [15]. When deployed across numerous datasets, deep learning exhibits enhancements in both performance and accuracy, while concurrently optimizing and simplifying the process of data processing. The self-learning capabilities of deep learning-based techniques are attracting increasing attention for analysis of brain MRI images for tumor detection. When it comes to machine learning, deep learning is a more effective and robust approach in many areas, including medical image segmentation [16], [17].

Current developments in deep learning have allowed for the identification and classification of image patterns used in medical diagnostics. The ability to retrieve and derive knowledge from data rather than gaining that knowledge from experts or scientific literature is one example of the successes that have been achieved in this area. Many research on the diagnosis of brain tumors using a wide variety of diagnostic approaches and models have been carried out.

Meningioma, glioma, and pituitary tumors can all be detected with the help of techniques developed by [18]. Hidden features in photos were extracted and selected using a convolutional neural network (CNN) in their model. With four convolutional layers, four pooling layers, one fully connected layer, and four batch normalization layers, the proposed model was quite complex. In this model, the authors utilized a learning rate of 0.01 across ten epochs and 16 iterations each epoch. This analysis also made use of the dataset that Cheng had made available. Seventy percent of the data was used for training and thirty percent for system testing as part of a tenfold cross validation analysis of the suggested model's performance with 93.68% accuracy. Anaraki et al. [19] utilized a combined approach that integrated CNN with a genetic algorithm.
(GA) for the purpose of identifying glioblastoma and various forms of brain tumors. The proposed methodology utilized a genetic algorithm to autonomously select CNN architecture. The researchers accurately predicted the presence of three different types of glioma with a 90.9% accuracy percentage. The classification accuracy of glioma, meningioma, and pituitary cancer in this study was determined to be 94.2% accuracy percentage.

Badz’a and Barjaktarovic [20] proposed a 22-layered CNN model to classify brain tumor types. The study utilized a dataset consisting of 3064 T1-weighted contrast-enhanced MRI images. The model they created successfully achieved a classification accuracy of 96.56% in distinguishing between different types of brain tumors, namely meningioma, glioma, and pituitary tumors. In a separate investigation, Mzoughi et al. [21] introduced sophisticated multi-scale three-dimensional convolutional neural network architecture to assess the severity of brain tumors using volumetric three-dimensional MRI scans. The approach that was proposed demonstrated a classification accuracy of 96.49% in distinguishing between low-grade glioma and high-grade glioma in brain tumor images. Ayadi et al. [22] proposed a computer-assisted diagnostic (CAD) system for brain tumor categorization that utilizes a CNN. The 18-weighted layered CNN model was utilized to conduct experiments on three distinct datasets. The results of these experiments demonstrated a classification accuracy of 94.74% for brain tumor-type classification and 90.35% for tumor grading.

Demir et al. [23] introduced a novel deep learning model called the attention-convolutional-long short-term memory (LSTM) (3ACL) model, designed specifically for analyzing MRI data. The three ACL models incorporated convolutional and LSTM structures inside a unified learning architecture, employing an end-to-end learning technique. Consequently, the capacity to represent information of the features was enhanced. Furthermore, it should be noted that the 3D nature of the suggested model necessitated the utilization of 3D MR images directly within the 3ACL model, without any conversion of the 3D MR images into 2D data. Deep characteristics that are highly representative are taken from the fully connected layer of the 3ACL model. The support vector machine (SVM) receives the feature set as input. In addition, the utilization of the weighted majority vote technique, which incorporates the SVM prediction outcomes obtained from all slices, resulted in enhanced classification performance. The suggested technique achieved accuracies of 98.90% and 99.29% for the BRATS 2015 and 2018 datasets, respectively. Amin et al. [24] developed a novel hybrid deep learning model known as DeepTumorNet. That model was designed specifically for the classification of three forms of brain tumors: glioma, meningioma, and pituitary tumors. The authors employed fundamental CNN architecture as the basis for their model. The GoogLeNet architecture of the CNN model was employed as the foundational framework. During the development of the hybrid DeepTumorNet technique, the researchers opted to exclude the final five layers of the GoogLeNet architecture and instead introduced fifteen additional layers in their place. In addition, a leaky rectified linear unit (ReLU) activation function was employed in the feature map to enhance the model's expressive capabilities. The model under consideration was evaluated using a publicly accessible research dataset to assess its performance. The results indicated that the model achieved an accuracy of 99.67%, precision of 99.6%, recall of 100%, and an F1-score of 99.66%.

Rasool et al. [25] implemented a novel approach for classification utilizing a hybrid deep learning model that combines CNNs. The authors presented two distinct methods within this framework. The initial approach involves the integration of a pre-existing Google-Net model, which utilizes the CNN algorithm, to extract features; then combined with the SVM technique to do pattern categorization. The second approach is the integration of a meticulously calibrated Google-Net model with a soft-max classifier. The efficacy of the suggested methodology was assessed by employing MRI scans of the brain. The dataset consisted of a collective total of 1,426 glioma photos, 708 meningioma views, 930 pituitary tumor images, and 396 images of normal brain tissue. The findings of the study indicate that the precisely tuned Google-Net model attained an accuracy rate of 93.1%. Nevertheless, the combination of Google-Net as a feature extractor alongside an SVM classifier resulted in a notable enhancement in recognition accuracy, reaching an impressive 98.1%.

Asif et al. [26] put forth five widely recognized deep learning architectures as the foundation for constructing a diagnostic system aimed at identifying brain cancers. The architectures employed in this study are Xception, DenseNet201, DenseNet121, ResNet152V2, and InceptionResNetV2. The classification accuracy of these designs has been enhanced by incorporating our deep dense block and softmax layer as the output layer in the final layer. This article outlines two primary experiments conducted to evaluate the efficacy of the suggested model. Firstly, the paper presents an analysis of three-class outcomes utilizing photos obtained from patients diagnosed with glioma, meningioma, and pituitary conditions. Next, the findings of four distinct categories are examined, employing visual representations of glioma, meningioma, pituitary, and healthy individuals. The findings indicate that the deep learning model utilizing the Xception architecture is the optimal choice for the detection of brain cancers. The model demonstrates a classification accuracy of 99.67% on the dataset with three classes, and a classification accuracy of 95.87% on the dataset with four classes. While earlier studies have diligently delved into the application of artificial intelligence (AI) in the
detection and classification of brain tumors, a notable gap exists as they have not explicitly addressed the comprehensive classification criteria through the analysis of MRI images.

This study intends to develop a deep learning model for classifying three types of brain tumors (pituitary, meningiomas, and gliomas) using publicly available datasets. The primary objective is to expedite the treatment process and mitigate the dissemination of malignant tissues. The proposed deep learning classification approach demonstrates superior performance compared to existing state-of-the-art methods, as evidenced by achieving the highest accuracy on the MRI dataset.

2. AI-Based detection methods

2.1. Dataset

In the pursuit of this inquiry, a publicly available MRI dataset was employed as the primary resource. This dataset encompassed a comprehensive compilation of 7023 MRI scans depicting human brain structures. Subsequently, these scans were meticulously classified into four discernible categories, namely glioma, meningioma, absence of tumor, and pituitary, based on distinct pathological features and diagnostic criteria. It is noteworthy that the substantial portion of the imaging data utilized in this investigative endeavor originated from three principal repositories: Figshare, SARTAJ, and Br35H. These repositories serve as repositories for diverse medical imaging datasets, facilitating access to a broad spectrum of clinically relevant imaging data for research and analytical purposes. Through judicious selection and curation of MRI scans from these reputable sources, a robust foundation was established for the systematic analysis and exploration of brain pathology patterns in the context of tumor presence and classification [27], [28].

2.2. Preprocessing phase

In the realm of image classification, the preprocessing stage plays a pivotal role in ensuring precise and dependable outcomes [29]. Prior to inputting the dataset into deep learning algorithms, various preprocessing techniques are employed. These techniques enable models to better comprehend the inherent characteristics of the data. Preprocessing is widely used in machine vision applications and exerts a direct influence on ML-based models' performance [30]. To preprocess datasets for image classification, multiple steps were executed. Initially, the dataset was divided into training, validation, and testing sets with an 80% split ratio for training data and 10% each for validation and testing respectively.

Afterward, the image files underwent resizing to dimensions of 224×244 pixels [30]. The purpose of resizing is to ensure consistent dimensions and simplify further processing and analysis. Subsequent to the resizing process, each pixel in the images was normalized by subtracting the mean RGB value calculated from the training set to alter the statistical properties of the images, aligning them with the data used for pretraining.

Finally, the ImageDataGenerator class from Keras was utilized to augment the preprocessed images which generate augmented images by applying various transformations such as flipping, zooming, shearing, and rotation. The augmentation process aids in diversifying the dataset, which could potentially improve the model's ability to handle variations in input images and generalize better. Furthermore, segmentation and decoding were employed as additional techniques to enhance the preprocessing pipeline. Segmentation entails dividing the image into different regions or items of interest, which can be beneficial in isolating specific features. Decoding is employed to transform the image file format into a more suitable representation for further analysis [23].

In order to enhance brain tumor detection, we propose a new model architecture based on deep learning approaches. Our model architecture is based on the EfficientNetB3 [23]. Convolutional neural network that has been pre-trained on "ImageNet" [31]. To tailor this base model for brain tumor detection, we fine-tuned it by integrating extra layers like batch normalization, a dense layer with regularization (weights =0.01), dropout regularization with a dropout rate of 0.5, and a final dense layer for classifying tumor images into various categories. The model was trained using 4 epochs on 64-pixel images. The proposed model architecture takes advantage of EfficientNetB3’s powerful feature extraction abilities while incorporating these extra layers to prevent overfitting and improve generalization performance.

The suggested design of the model offers various benefits. Initially, through the utilization of EfficientNetB3’s pre-trained weights, the model effectively captures essential characteristics from the brain tumor images inputted, eliminating the necessity for extensive training on a vast dataset. Consequently, this substantially minimizes the resources and time required for training. Additionally, the incorporation of batch normalization guarantees that the input data is standardized, enhancing the training process’s stability and speed. Third, the dense layer with regularization helps prevent overfitting by introducing penalties on the weights and activities of the model. Fourth, the dropout regularization technique randomly drops out a certain percentage of neurons during training, which helps reduce the model's reliance on specific features and improves its generalization ability.
3. RESULT AND DISCUSSION

Recent developments in the field of medical image analysis technologies have afforded healthcare professionals increased convenience in the timely detection of diseases at their nascent stages. These breakthroughs are facilitating its utilization in diverse domains of medicine, encompassing disease detection, treatment, and expedited clinical decision-making. On a daily basis, hospitals produce a substantial volume of medical data. Medical informatics research plays a crucial role in aiding healthcare professionals and researchers in their quest to identify optimal strategies for effectively utilizing the continuously expanding quantities of data available to them. The timely identification and implementation of suitable therapeutic interventions are crucial for the optimal management of brain tumor conditions. The selection of treatment options is contingent upon the stage, kind, and grade of the tumor at the time of diagnosis. Conventional identification systems utilize rudimentary algorithms with artificial intelligence capabilities that extract a restricted set of features.

The objective of this study was to develop a deep learning-based classification model for brain tumors. The model was trained and validated on a dataset of MRI brain tumor images. The training and validation loss achieved was approximately 0.11 and 0.12 respectively as shown in Figure 1, indicating that the model was able to minimize the error during the training and validation process.

The training and validation accuracy achieved was 100% and 99.6% respectively as shown in Figure 2, indicating that the model was able to correctly classify all the training samples. Based on the outcomes obtained from training and validation, it can be inferred that the model learned the key features and patterns present in the training data, leading to the accurate classification of brain tumors during training. Additionally, the model’s high validation accuracy indicates that it performed well when tested on new test data, demonstrating its generality. Table 1 presents the evaluation metrics of the proposed model on the test dataset. The results provide insights into the performance of the model in accurately detecting brain tumors.

![Figure 1. Training and validation loss](image1)

![Figure 2. Training and validation accuracy](image2)

<table>
<thead>
<tr>
<th>Table 1. Performance metrics on the test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Glioma</td>
</tr>
<tr>
<td>Meningioma</td>
</tr>
<tr>
<td>No tumor</td>
</tr>
<tr>
<td>Pituitary</td>
</tr>
<tr>
<td>Proposed model</td>
</tr>
</tbody>
</table>

The model’s capability to classify brain tumors was very high. This can be seen in Figure 3, which presents the confusion matrix which shows a high number of true positives and a low number of false negatives. Additionally, the model shows a high level of precision with a low number of false positives.

The model exhibited an exceptionally elevated capacity for the classification of brain tumors, yielding a substantial abundance of true positives coupled with a minimal occurrence of false negatives. Moreover, the model demonstrated a commendable level of accuracy and precision, characterized by a minimal occurrence of false positives. These findings offer valuable insights into the robust performance of the model, particularly in its ability to accurately detect brain tumors. Table 2 presents a comparison between...
our proposed tumor detection and classification models and the existing approaches, utilizing accuracy as the parameter of evaluation.

![Confusion Matrix]

**Figure 3. The confusion matrix**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Technique</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>CNN</td>
<td>93.68</td>
</tr>
<tr>
<td>[19]</td>
<td>CNN with a genetic algorithm</td>
<td>94.2</td>
</tr>
<tr>
<td>[20]</td>
<td>CNN</td>
<td>96.56</td>
</tr>
<tr>
<td>[21]</td>
<td>3D CNN</td>
<td>96.49</td>
</tr>
<tr>
<td>[22]</td>
<td>Hybrid ensemble model</td>
<td>97.3</td>
</tr>
<tr>
<td>[23]</td>
<td>Attention-Convolutional-LSTM</td>
<td>98.9</td>
</tr>
<tr>
<td>[25]</td>
<td>Google-Net model</td>
<td>98.1</td>
</tr>
<tr>
<td>[26]</td>
<td>Xception, DenseNet201, DenseNet121, ResNet152V2, and InceptionResNetV2</td>
<td>99.67</td>
</tr>
<tr>
<td>Proposed study</td>
<td>EfficientNetB3</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. A comparison between our proposed tumor detection and classification models and the existing approaches

The findings of our study underscore a profound association between the remarkable accuracy and precision achieved in the classification of brain tumors and the consequential enhancement of treatment efficacy. The method proposed in our research holds immense promise, primarily due to its alignment with the stringent criteria governing brain tumor treatment protocols. By leveraging advanced computational algorithms and sophisticated analytical techniques, our approach demonstrates unparalleled efficacy in accurately delineating distinct tumor subtypes, thereby facilitating targeted therapeutic interventions tailored to individual patient profiles. Notably, the adoption of our method promises to confer significant advantages from the standpoint of medical practitioners, as it furnishes them with a robust framework that harmonizes seamlessly with established clinical paradigms. Moreover, the seamless integration of our methodology into existing clinical workflows ensures minimal disruption to patients' therapy plans, thereby optimizing the continuum of care and fostering favorable treatment outcomes. This amalgamation of cutting-edge technological innovation with patient-centric care paradigms underscores the transformative potential of our approach in advancing the landscape of brain tumor diagnosis and management.
4. CONCLUSION

Advancements in medical image analysis technologies have provided healthcare workers with more convenience in promptly identifying diseases during their early stages. These advancements are enabling its application in various fields of medicine, including disease identification, therapy, and accelerated clinical decision-making. Hospitals generate a significant quantity of medical data on a daily basis. The field of medical informatics research is of paramount importance in supporting healthcare practitioners and researchers in their efforts to determine the most effective approaches for using the ever-growing volumes of data at their disposal. The prompt recognition and application of appropriate therapeutic strategies are essential for the effective management of brain tumor situations. The determination of appropriate treatment modalities is dependent on the stage, kind, and grade of the tumor at the point of initial diagnosis. Traditional identification systems employ basic algorithms that have limited artificial intelligence capabilities to extract a constrained collection of features.

The primary aim of this research endeavor was to construct a classification model for brain tumors utilizing deep learning techniques. The model underwent training and validation using a dataset consisting of MRI brain tumor images. The obtained training and validation loss values were roughly 0.11 and 0.12, respectively, suggesting that the model successfully minimized the error during the training and validation phases. The model demonstrated a training accuracy of 100% and a validation accuracy of 99.6%, confirming its ability to accurately categorize all training samples. Based on the results derived from the training and validation processes, it can be deduced that the model successfully acquired the essential characteristics and patterns inherent in the training dataset, hence enabling precise categorization of brain tumors during the training phase. Moreover, the model's elevated validation accuracy suggests its strong performance in the evaluation of novel test data, so showcasing its generalizability. The model exhibited a high level of proficiency in classifying brain tumors, as evidenced by the confusion matrix displaying a substantial count of true positives and a minimal count of false negatives. Furthermore, the model demonstrates a notable degree of precision while exhibiting a minimal occurrence of false positives.

We recognize the necessity for further investigation and validation of the effectiveness of our proposed method. The realm of brain tumor identification within medical imaging remains a focal point of research, and our study utilizes five distinct convolutional models and transfer learning architectures to contribute to this area. However, opportunities for further exploration and enhancement persist in this field. The ongoing evolution of brain tumor detection systems through continuous research endeavors holds promise for refining diagnostic accuracy for both patients and medical practitioners in the arduous battle against brain cancers. By refining detection methodologies and advancing knowledge boundaries in this domain, we can cultivate improved diagnostic capabilities and enhance patient outcomes. Moreover, subjecting this expanded dataset to rigorous performance assessments will offer insights into the model's capacity to distinguish among different types of brain lesions. While the current dataset marks an initial stride in brain tumor detection, future investigations should aim to incorporate a more varied and clinically pertinent assortment of brain lesions to address the intricacies of real-world diagnostic complexities.
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