Predictive models in Alzheimer's disease: an evaluation based on data mining techniques
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ABSTRACT

The increasing prevalence of Alzheimer's disease in older adults has raised significant concern in recent years. Aware of this challenge, this research set out to develop predictive models that allow early identification of people at risk for Alzheimer's disease, considering several variables associated with the disease. To achieve this objective, data mining techniques were employed, specifically the decision tree algorithm, using the RapidMiner Studio tool. The sample explore modify model and assess (SEMMA) methodology was implemented systematically at each stage of model development, ensuring an orderly and structured approach. The results obtained revealed that 45.00% of people with dementia present characteristics that identify them as candidates for confirmation of a diagnosis of Alzheimer's disease. In contrast, 52.78% of those who do not have dementia show no danger of contracting the disease. In the conclusion of the research, it was noted that most patients diagnosed with Alzheimer's are older than 65 years, indicating that this stage of life tends to trigger brain changes associated with the disease. This finding underscores the importance of considering age as a key factor in the early identification of the disease.
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1. INTRODUCTION

In the current international scenario, Alzheimer's disease has emerged as a monumental health challenge. Demographic aging and the consequent increase in the prevalence of neurodegenerative diseases have transformed Alzheimer's disease into a global public health problem. This phenomenon raises crucial questions about how to effectively address and manage a condition that not only affects the individual but also places significant pressure on healthcare systems and society at large. The urgency of addressing this complex problem has led to the exploration of innovative approaches, with data mining and predictive modeling at the forefront of scientific research [1], [2].

Alzheimer's disease, despite its prevalence and devastating impact, faces significant obstacles in its early diagnosis. The problem is compounded by the lack of clear biological markers and definitive diagnostic tests according to the initial characteristics of the anomaly. Early symptoms, such as mild memory loss and subtle changes in behavior, are often mistaken for the normal aging process, resulting in a delayed diagnosis [3], [4]. This delay impedes the timely implementation of treatment and management strategies, limiting the effectiveness of interventions and exacerbating the consequences for both patients and their families. In addition, the emotional and financial burden associated with advanced care for patients with Alzheimer's...
disease poses additional challenges for healthcare systems and society as a whole [5]. The complexity of Alzheimer’s disease is accentuated by the multiplicity of factors that contribute to its development. Research indicates that genetics, advanced age, the presence of certain genes, and exposure to vascular risk factors, such as hypertension and diabetes, may increase the likelihood of developing the disease. In addition, the role of environmental factors, such as sleep quality and cardiovascular health, is becoming increasingly evident. Understanding these causes is crucial for the development of effective predictive models that address the variability in the manifestation of Alzheimer’s disease and enable personalized interventions [6].

The relevance of this research is magnified when considering the widespread consequences of Alzheimer’s disease on individuals, families, and health care systems. A robust predictive approach has the potential to radically change the course of health care in the context of Alzheimer’s disease. Early anticipation of disease will not only improve the efficacy of medical interventions but also enable proactive planning for care and support for patients and their families. The importance of this research is reflected not only in its ability to improve the quality of life of those affected but also in its contribution to the sustainability and efficiency of healthcare systems in the treatment of Alzheimer’s disease. Furthermore, the research is justified in its potential to advance the understanding of the underlying factors and biological pathways involved in Alzheimer’s disease [7], [8]. The exploration of predictive patterns will not only address the problem of late diagnosis but will also provide valuable insights into the complexity of this disease. The relevance of this contribution is not limited to clinical care, but extends to the research arena, laying the groundwork for future developments in targeted therapies and preventive strategies. To address this challenge and mitigate the number of premature deaths associated with these risk factors, it is proposed to develop an investigation using data mining techniques [9]. Applying the sample explore modify model and assess (SEemma) methodology will be selected as the conceptual framework to anticipate the probability of developing Alzheimer's disease and to understand which clinical variables are the most influential. The decision tree algorithm will be employed through the RapidMiner Studio tool to predict the probability of a patient contracting Alzheimer's disease, considering the most significant variables extracted from the selected database. This proposal seeks not only to provide accurate predictions but also to shed light on the key factors that contribute to the development of the disease, thus providing valuable information for prevention and early care.

This study has an ambitious but essential goal: to develop and evaluate advanced predictive models based on data mining techniques specifically tailored for Alzheimer's disease. These models aim to go beyond diagnosis, seeking to identify subtle patterns and hidden risk factors that may provide crucial clues about disease progression. Achieving this goal will not only advance the accuracy of early detection but also lay the groundwork for personalized treatment and prevention strategies, setting a new standard in the comprehensive approach to Alzheimer’s disease internationally.

2. LITERATURE REVIEW

This literature review dives into the exciting field of data mining applied to brain health, with a specific focus on predicting the likelihood of Alzheimer’s disease. Its purpose is to analyze research conducted by experts and scientists in this field, highlighting their valuable contributions and, at the same time, identifying limitations and opportunities for advancing this crucial facet of health care. The combination of data mining technology and brain health has proven to be a promising approach for early and accurate detection of risk factors, opening the door to more personalized and effective care for those affected by this disease.

The study proposes to develop a new feature selection model based on mutual relationships for the detection and prediction of Alzheimer's stages using magnetic resonance imaging. This approach seeks to avoid redundancies by considering the mutual relationship between features. Four machine learning classifiers were employed: decision trees, support vector machines (SVM), k-nearest neighbors, and naive Bayes. Ten-fold cross-validation was applied to prevent overfitting. The results revealed that SVM stands out as the most effective classifier for prediction, with an area under the curve of 0.936, an accuracy of 96.9%, a recall of 96.6%, and an F1 score of 96.8% [10]. On the other hand, another study aims to create a hybrid data mining model that integrates text mining with structured data to improve the diagnosis of dementia. A total of 605 medical records with 19 attributes for patients with cognitive impairment were used. A new structured attribute was generated by text mining, grouping pathological history information stored in an unstructured attribute. Classification algorithms provided predictive models for Alzheimer's disease and mild cognitive impairment. Ensemble methods were applied to improve accuracy. Results indicate that the hybrid model significantly outperforms the one based on structured data alone, achieving an accuracy of 92.6% for Alzheimer's disease and 90.2% for mild cognitive impairment [11].

In another area, the study investigates the factors associated with dementia in the elderly, using nationally representative data on older people. Seven machine learning algorithms were applied to build and
compare predictive models. A simple model-ensemble approach was used to amalgamate the results of the base models. Key factors were identified in areas such as biology, cognition, and social aspects. The results provide new evidence on factors associated with dementia in the elderly. This information will facilitate the early detection and development of preventive measures for possible signs of dementia [12], [13]. According to this research, an exhaustive analysis of the diagnosis of Alzheimer's disease is carried out in order to determine the most appropriate treatment for each patient. However, previously employed models have shown limitations when facing the predictive demands of this disease. To this end, the study focuses on a comparison between different machine learning algorithms, considering key aspects of accuracy, prediction, recall, and model training time. The results of this analysis reveal that classifier algorithms based on Bayesian approaches outperform, highlighting their ability to effectively address the diagnostic pressure associated with Alzheimer's disease. These algorithms show substantial interpretation by the model, contributing significantly to the early diagnosis of the disease [14], [15].

This is why, in another study, the implementation of a system aimed at determining the diagnosis of mild cognitive impairment through the application of deep learning techniques is proposed. The methodological approach adopted consisted of the use of a convolutional network model with dual fusion cluster graphs. In this context, the developed algorithm was applied to a public dataset related to Alzheimer's disease, yielding accuracy, sensitivity, and specificity results of 90%, 91.1%, and 94.0%, respectively. As a consequence of these findings, it is concluded that the proposed model represents a significant improvement in the diagnosis of mild cognitive impairment, consolidating itself as a valuable tool for the detection and treatment of this condition [16]. In other circumstances, the paper proposes to design a model by applying the internet of things (IoT), implemented with an eye tracking node, considering cloud-based diagnosis by using deep learning. The application of the algorithm in the model facilitates the extraction of information related to various types of eye movements to improve classification accuracy and reduce the dimension of the data. On the other hand, the technique employed can distinguish older adult patients with Alzheimer’s disease, achieving an accuracy of 86%, a true positive rate of 78%, and a predictive value of 90%. The results confirmed that the algorithm implemented in the diagnosis of Alzheimer's disease has demonstrated high feasibility in solving the problem of eye tracking designed by IoT for the detection of Alzheimer’s disease [17], [18].

In this research, the application of the combination of acupoints in the treatment of Alzheimer's disease is pursued, complemented by a systematic review and meta-analysis of randomized trials. To carry out this study, a method based on association rule analysis was employed, using data mining concepts and the R programming language to implement the Apriori algorithm. The evaluation of 503 association rules revealed that the combinations \{SP6, BI10\} ≥ \{HT7\} and \{HT7, BI10\} ≥ \{SP6\} were the most frequent and significant in 15 randomized controlled trials (RCTs). From these results, we conclude that the combination of acupoints, as mentioned above (\{SP6, BI10\} ≥ \{HT7\} and \{HT7, BI10\} ≥ \{SP6\}), can be applied in future acupuncture protocols for the treatment of Alzheimer's disease [19], [20]. Neurodegenerative diseases, such as Parkinson's and Alzheimer's, are more prevalent in the elderly. In this research, the sunflower optimization (SFO) algorithm was used to select a specific set of features, which were subsequently processed by the Kernel extreme learning machine (KELM) to perform the classification. The results obtained indicate high diagnostic accuracy, with classification rates of 99.32% and 98.65% for the ADNI and local datasets, respectively, when considering Alzheimer’s disease versus cognitively normal (CN). In the specific case of diagnosis, the accuracy reaches 99.52% and 99.45%. It is concluded that the model used has been well received, empowering medical professionals to make informed decisions in the diagnosis of these neurodegenerative diseases [21].

In this evaluation, an association rule-based learning model used as a tool for analyzing raw neuropsychological data was examined using the frequent pattern algorithm (FP-Growth). The study involved the evaluation of complex data from 84 confirmed cases of Alzheimer's disease patients and 294 participants, taking into account variables such as age and race. The results obtained using this algorithm indicated that the set of frequent items, categorized as mild, moderate, and severe Alzheimer's, was significantly relevant (p <0.001 and η² = 0.488). The conclusion reached is that the application of the FP-Growth model is adequate as a tool for neuropsychological assessment, contributing to decision-making in various fields of health sciences [22]. In this research, a study was carried out to measure the cognitive and functional domains in patients with Alzheimer's disease. For this reason, optimization techniques were evaluated by applying classifier models such as random forest, boxed, naive Bayesian, and logistic regression to improve performance. The goal is to implement a convolutional neural network, considering the performance of the model using the Shannon entropy-based cutoff technique. The results indicate that the collection of images from an open access series database allows the categorization of images into three groups to extract features from each according to their texture. The combination of these features demonstrates an accuracy of 80% and 60% in the image analysis applied to groups 1 and 3, respectively [23], [24].
In the review of the fifteen articles, several limitations have been identified, among which are the lack of precision in the prediction of risks associated with Alzheimer's disease as well as the underuse of data mining techniques in the analysis of clinical data. A significant proposal for improvement would lie in the more effective incorporation of data mining and machine learning in future studies. This will allow a greater likelihood of making an accurate prediction about people who get Alzheimer's and understanding the important variables that shape this prediction. This strategy could contribute to the identification of more subtle patterns and risk factors, enabling more personalized and effective interventions to reduce the risks associated with Alzheimer's disease in patients with neurodegenerative conditions.

3. METHOD
3.1. Definition of the SEMMA methodology
The SEMMA process was developed by the SAS Institute in 2017 to be applied to the statistical prediction of large amounts of meaningful data, enabling the discovery of important patterns within the model. Therefore, this process determines an orderly and systematic structure that addresses complex projects based on data mining. This enables data professionals to implement robust and more accurate models for decision-making, according to the results obtained in the final stage [25], [26]. It is important to note that SEMMA should not be considered a methodology but rather a process. Although it is often confused with a methodology, the SAS Institute specifically defines it as a process. This process supports the implementation of software based on statistics and data mining, thus contributing to the improvement of efficiency and effectiveness in obtaining knowledge from data. Figure 1 shows a visual representation of the SEMMA process structure. The SEMMA process consists of key stages: sampling, exploration, modification, modeling, and finally model evaluation. Each of these stages has been designed to consider a representative sample of the population, using data collected from patients as a reference.

3.2. Stages of the SEMMA process
In this section, the stages of the SEMMA process, as defined above, have been applied to create a comprehensive predictive model. It is crucial to highlight that this phase represents the essential foundation of the model development since here we proceed to the construction based on the concepts established by the SEMMA process. The central objective of this model is to provide a solution to the problem posed, which focuses on the detection of people most vulnerable to Alzheimer's disease and the identification of the most influential variables for the model [27]. It is important to emphasize that the construction of this base is fundamental, and although it may be modified according to the needs of the project, in our case, the objectives of the project are clearly defined, which ensures a coherent development and avoids possible complications in the future.

3.2.1. Sample
The process starts with the extraction of a carefully selected sample population for the application of the proposed model to the established objectives. Therefore, the most appropriate way to obtain a sample that meets the standards of the model is to select the data at random [28]. This implies that each individual in the sample population can be selected randomly, following the essential criteria for the model. This approach is known as simple random sampling.
According to SEMMA, it is established that each sample considered for the model analysis should be associated with a sample confidence level, thus ensuring that the sample is representative and adequate for the following steps [29]. In this sense, our sample meets all the standards established in the concepts offered by SEMMA, since the sample selection process, which serves as an essential starting point for the rest of the process, has been properly consolidated.

a. Sample size

The sample size is the number of elements selected from a population to form part of a representative data set. The importance of sample size lies in its direct influence on the precision and reliability of the statistical conclusions that can be drawn about the population in question. This aspect is crucial for the understanding and fulfillment of the objectives established within a project. In the context of the project, the sample size becomes an essential characteristic that encapsulates the specific objectives. Consideration of this factor is critical, as the data collected may contain inherent errors. Consequently, strategies must be implemented to manage and reduce the margin of error associated with the sample, thus ensuring greater reliability in the inferences and results obtained during the statistical analysis [30], [31].

– Formulas for finite populations

Equation (1) deals with the selection of a representative sample in an investigation, considering a finite population. Robust statistical parameters are established, such as a confidence level of 95% and a margin of error of 3%, to ensure validity and precision in the inferences. These fundamental concepts lay the foundation for the application of the equation by a statistician, allowing the necessary sample size to be calculated. In summary, attention to these parameters contributes to the robustness of the results and ensures the representativeness required for informed decision-making in research.

\[
n = \frac{N \cdot n_0}{N + n_0 - 1}
\]

where \( n \) is the sample size, \( N \) is population size, and \( n_0 \) is initial sample size.

– Formulas for infinite populations

In statistics, an infinite population refers to a theoretical set of elements that is infinitely large. This means that the population has no defined upper limit and, in theory, contains an infinite number of individuals. This concept is used as a simplifying tool in certain statistical situations as mentioned in (2).

\[
n = \frac{Z^2 \cdot p \cdot (1-p)}{E^2}
\]

where \( Z \) is critical value of the confidence level, \( p \) is estimated proportion, \( E \) is margin of error, and \( \sigma \) is standard deviation of the population

\[
SEM = \frac{\sigma}{\sqrt{n}}
\]

It provides an estimated range where the true population mean is likely to reside with a specified level of confidence. The precision of the estimate increases as the confidence interval narrows. Equation (4) shows how this confidence interval is represented when applied to the mean. This mathematical representation is fundamental to understanding the variability associated with the estimation of the mean and offers a valuable tool to evaluate the reliability of the results obtained in the statistical analysis.

\[
Confidence\ interval = \text{Half} \pm (\text{Critical value} \times SEM)
\]

b. Standard error of proportion

It is similar to SEM but applied to proportions instead of means. It measures the expected variability between the proportions of different samples from the same population. A representation of the characteristics applied to the standard error of proportion is shown in (5).
\[ SE_P = \sqrt{\frac{p(1-p)}{n}} \]  

(5)

where \( p \) is proportion of the population, \( n \) is sample size, and ratio confidence interval.

Similar to the confidence interval for the mean but applied to proportions. It provides an estimated range within which the true population proportion is likely to be found with a certain level of confidence. For this purpose, (6) shows the formula by which the proportional confidence values are represented.

\[ \text{Confidence interval} = \text{Proportion} \pm (\text{Critical value} \times SE_P) \]  

(6)

In Figure 2, a graph illustrating the application of various operators for sample selection in RapidMiner Studio is presented. This process involves the application of specific statistical criteria based on the sample, intending to effectively consolidate the data representation. The information collected in this context represents a selected sample of a population, in this case, the representation of Alzheimer's patients and their main characteristics. This statistical approach provides a solid basis for further exploration and modeling of the data within the SEMMA process.

![Figure 2. Sampling analysis of the data](image)

### 3.2.2. Explore

In the exploration phase, the active search for patterns, trends, and outliers within the selected data is carried out. This process involves the application of advanced visual and statistical techniques, such as factor analysis, correspondence analysis, and segmentation. These tools allow us to gain a deep understanding of the project morphology and reveal emerging patterns that may not be evident at first glance [32]. Identifying trends and outliers during this stage is important, as it provides valuable initial insights into the nature of the data and the potential impact on model building. These preliminary findings not only guide the direction of the project but also facilitate informed decisions about which approaches and strategies hold the most promise for achieving the data analysis objectives [33]. Ultimately, this solid exploration phase lays the foundation for a more effective and accurate data mining process.

**a. Mean**

The mean is a statistical metric that represents the average value of a set of data. It is obtained by adding all the values in the set and dividing the result by the total number of observations. This measure provides a fair and central representation of the data set, providing a general indicator of its trend as shown in (7).

\[ \bar{x} = \frac{\sum_{i=1}^{n} x_i}{n} \]  

(7)

where \( \bar{x} \) is the average, \( x_i \) are the individual values in the sample, and \( n \) is the sample size.

**b. Median**

The median is the value at the center of a set of ordered data. Unlike the mean, the median is not affected by extreme values and provides a robust measure of central tendency. Equations (8) and (9) show a representation of odd observations and the average of median values.

- The median represents the central value in an array of ordered data, dividing the set into two equal parts.
- For the number of observations \( n \) for odd, the median is the value at position \( (n + 1)/2 \) (8).
- For \( n \) that is even, the average of the median of the values at position \( n/2 \) and \( (n/2) + 1 \) (9).

**c. Standard deviation**

The standard deviation quantifies the amplitude or variability present in a data set. It indicates how far the individual values deviate from the mean. A larger standard deviation implies greater dispersion of the data. The standard deviation measures the dispersion or variability of a data set, as mentioned in (10).
\[ \sigma = \sqrt{\frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n}} \]  

(10)

where \( \sigma \) is the standard deviation, \( x_i \) are the individual values in the sample, \( \bar{x} \) is the average, and \( n \) is the sample size.

To determine the results related to the attributes "sex," "group," and "age," which are the variables that will be used to build the proposed model, a detailed analysis has been performed using Table 1. This table provides a comprehensive description of each case, highlighting the number of valid, missing, and total cases for each particular attribute. Through this description, an accurate assessment of the completeness of the selected attributes is obtained. Accordingly, the proportion of cases with valid data and the minimal incidence of cases with missing data have been thoroughly examined, suggesting high data integrity for the attributes "sex," "group," and "age.

The mean is a reference measure that represents an average value over a large set of data. Table 2 provides a detailed description of the mean for each specified variable. In this table, key criteria such as median, variance, and standard deviation, among others, are considered. In addition, statistical percentages and the standard error applied to these concepts are included, thus providing a comprehensive understanding of the central and dispersion characteristics of the data.

### Table 1. Case processing

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Valid Cases</th>
<th>Lost Cases</th>
<th>Total Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Percentage</td>
<td>N</td>
<td>Percentage</td>
</tr>
<tr>
<td>Sex</td>
<td>371</td>
<td>99.5%</td>
<td>2</td>
</tr>
<tr>
<td>Group</td>
<td>371</td>
<td>99.5%</td>
<td>2</td>
</tr>
<tr>
<td>Age</td>
<td>371</td>
<td>99.5%</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 2. Description of the average

<table>
<thead>
<tr>
<th>Description</th>
<th>Statistical</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>95% confidence interval for the mean</td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td>Stocking trimmed to 5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>7.661</td>
<td>58.689</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>7.661</td>
<td>58.689</td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Interquartile range</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.424</td>
<td>2.53</td>
</tr>
<tr>
<td>Median</td>
<td>593.88</td>
<td>33.053</td>
</tr>
<tr>
<td>95% confidence interval for the mean</td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td>Stocking trimmed to 5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>538.90</td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>405306.033</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>636.637</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>2639</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>2639</td>
<td></td>
</tr>
<tr>
<td>Interquartile range</td>
<td>873</td>
<td></td>
</tr>
<tr>
<td>Asymmetry</td>
<td>-2.366</td>
<td>1.27</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>7.516</td>
<td>2.53</td>
</tr>
<tr>
<td>95% confidence interval for the mean</td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td>Stocking trimmed to 5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>27.34</td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>13.566</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3.683</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Interquartile range</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Asymmetry</td>
<td>-2.366</td>
<td>1.27</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>7.516</td>
<td>2.53</td>
</tr>
</tbody>
</table>
3.2.3. Modify

The data collected during the modification phase of the SEMMA process is intended to address specific problems in the selected database. To accomplish this task, corrections are required, such as data cleaning, identification and management of outliers, handling of missing data, and correction of errors in the information. These actions ensure the consistency and reliability of the data, thus establishing a solid basis for moving forward in the analysis process [34], [35]. The information collected in our research will be subjected to this phase to ensure that the data obtained is reliable and of high quality, thus allowing the transition to the next stage, which is modeling.

a. Attribute selection

The use of "select attributes" allows us to identify the most important variables to incorporate into the model. In this context, it is essential to consider the relevance of these variables for the next step, which is to impute the data. This process is based on an analysis of the importance of the most representative characteristics of the selected variables, thus ensuring informed and effective data imputation.

b. Missing data handling

Missing values were identified for key variables, such as age, groups, and the delay and results of certain medical tests. Instead of eliminating the corresponding rows, we chose to impute the missing values using the median of each respective variable calculated in the previous screening process. This choice was based on the robustness of the median to outliers in medical data. For this stage, the impute operator was used to corroborate outliers in the aforementioned variables.

c. Standardization

The normalize operator is used to normalize numeric attributes in a data set by scaling attributes in numeric columns by which they are located in a particular path. This operator offers several normalization methods, including range normalization (Min-Max Scaling) and Z-score normalization (Z-Score Scaling). In the range method, the values are fitted to the specified range, while in the Z-score method, the values are scaled so that they have a mean of zero and a standard deviation of one. For this stage in Figure 3, an illustration is presented highlighting the operators usable for the modification process. This is done considering certain inconsistencies within the database selected for the construction of the model.

3.2.4. Model

In the SEMMA framework, the "modeling" phase focuses on the creation and training of predictive models using the data previously prepared in the previous stages (sample, explore, modify). The main purpose of this stage is to develop models capable of generalizing patterns from the training data and making predictions or classifications on additional data sets [36], [37]. To build the model, we decided to use the classification-based decision tree algorithm within the RapidMiner Studio tool since we sought to determine whether the individuals in the sample contracted Alzheimer's disease according to variables such as age and sex.

a. Decision tree algorithm

Decision tree algorithms fall into the group of non-parametric machine learning algorithms used for classification and regression work. In simple terms, the decision tree makes decisions based on a series of logical questions and conditions. It starts with a root node representing the entire data set and branches into secondary nodes as successive questions are applied. Each internal node of the tree represents a question about a specific characteristic of the data, and the branches represent the possible answers to that question. The leaf nodes of the tree contain the resulting classification labels, or regression values.

– Information gain (entropy)

Information gain measures the reduction of uncertainty or entropy in a data set by performing a split based on a specific feature. The aim is to maximize this gain during the construction of the tree to obtain divisions that classify the data more effectively, as specified in (11).

\[
Entropy(S) = - \sum_{i=1}^{C} p_i \cdot \log_2 (p_i)
\]  

(11)
where \( S \) is the set of data in a node, \( c \) is the number of classes in the dataset, and \( p_i \) is the proportion of examples in the class \( i \).

- **Gini impurity**
  
  Gini impurity is a measure of how mixed the classes are in a data set. The lower the Gini impurity, the purer the nodes. During tree construction, we seek to minimize the Gini impurity to obtain splits that result in more homogeneous nodes, as described in (12).

\[
Gini(S) = 1 - \sum_{i=1}^{C} p_i^2
\]  

where \( S \) is the set of data in a node, \( C \) is the number of classes in the dataset, and \( p_i \) is the proportion of examples in the class \( i \).

- **Gain of information for the division (or Gini reduction)**

  This formula is used to evaluate the quality of a proposed split. The information gained from splitting compares the impurity of the node before the split with the weighted impurity of the child nodes after the split. A higher gain value indicates a better split. It is used to select the optimal feature to divide the data set at a given node established as stated in (13).

\[
Gain(S, A) = Gini(S) - \sum_{\sigma \in values(A)} \frac{|S_{\sigma}|}{S} \cdot Gini(S_{\sigma})
\]

where \( S \) is a set of data in a node, \( A \) is a candidate feature for splitting the dataset, \( values(A) \) are the possible values of characteristic \( A \), and \( |S_{\sigma}| \) is the size of the subset of data in which the characteristics \( A \) takes the value \( \sigma \).

Once the data preprocessing phase is completed, the next stage consists of modeling, where additional operators are applied along with those used in the previous stage. These new operators include "set role" and "select attributes," which play key roles in model configuration. In particular, "set role" helps to define the roles of the variables, while "select attributes" allows us to choose the most relevant variables for the construction of the model using the decision tree algorithm. This process allows us to classify the results obtained according to the configured model. Figure 4 visually illustrates this workflow.

**Figure 4. Modeling using decision tree algorithm**

4. **RESULTS**

4.1. **Evaluation of result**

The results obtained in this study mark a significant step towards the understanding and resolution of the model. Throughout this article, we have meticulously analyzed the collected data, conducted rigorous experiments, and applied analysis related to research data extraction. In this context, we present below the main conclusions drawn from our analysis, which shed light on the trends, patterns, and relationships identified in our research. Figure 5 depicts the image of a decision tree based on the classification of Alzheimer's types described in the obtained database.

The Alzheimer's disease classification table is based on the concept of groups categorized as "converted", "demented", and "nondemented". It provides a summary of Alzheimer's cases, broken down by individuals' gender, presenting the count of individuals in each category and their respective percentages. These percentages indicate the proportion of individuals affected by Alzheimer's in relation to the total cases, differentiated by gender. Detailed information is available in Table 3.

In Figure 6, the decision tree generated by incorporating selected variables into the model, such as age, gender, and group, is depicted. The decision tree algorithm was utilized for classification, yielding the
represented outcomes. This decision tree serves as a visual representation of the process by which classification decisions are made based on the specific characteristics mentioned. The prediction results derived from the model construction are detailed in Table 4. Additionally, the evaluation metrics, including accuracy, precision, recall, and F1 score, further illuminate the model's performance and its ability to predict the likelihood of Alzheimer's development in individuals. These metrics provide a comprehensive assessment of the model's effectiveness in capturing true positive, true negative, false positive, and false negative predictions. The application of these metrics enhances the interpretability and reliability of our model, contributing valuable insights for potential clinical applications and further research in the field of Alzheimer's prediction and diagnosis.

Table 3. Classification of results according to the variable "Group"

<table>
<thead>
<tr>
<th>Groups</th>
<th>Male</th>
<th>Count M</th>
<th>Female</th>
<th>Count F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converted</td>
<td>82.538</td>
<td>24</td>
<td>78.250</td>
<td>13</td>
</tr>
<tr>
<td>Demented</td>
<td>75.674</td>
<td>86</td>
<td>77.100</td>
<td>60</td>
</tr>
<tr>
<td>Nondemented</td>
<td>77.058</td>
<td>190</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. General prediction results

<table>
<thead>
<tr>
<th></th>
<th>True nondemented</th>
<th>True demented</th>
<th>True converted</th>
<th>Class precisión</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Nondemented</td>
<td>38</td>
<td>26</td>
<td>8</td>
<td>52.78%</td>
</tr>
<tr>
<td>Pred. Demented</td>
<td>19</td>
<td>18</td>
<td>3</td>
<td>45.00%</td>
</tr>
<tr>
<td>Pred. Converted</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>Class recall</td>
<td>66.67%</td>
<td>40.91%</td>
<td>0.00%</td>
<td></td>
</tr>
</tbody>
</table>
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4.1.1. Results analysis

In evaluating the results, it was found that 38 instances were correctly classified as "truly non-demented," suggesting a robust ability of the model to recognize normal cognitive health. However, only 18 instances were accurately identified as "truly demented." This finding highlights the importance of improving the sensitivity of the model to detect instances of dementia, as early detection can be crucial for treatment and disease management. Surprisingly, no instances were correctly detected in the "true" category, underscoring the need for further analysis to identify possible limitations in the classification approach used.

4.1.2. Evaluation metrics

a. Precision

Measuring the proportion of correctly predicted positive instances among all instances predicted as positive is critical to assessing the accuracy of a classification model. This metric, known as the true positive rate or sensitivity, provides crucial information about the model's ability to correctly identify positive instances within the data set. It is especially relevant in medical applications, such as dementia diagnosis, where early detection can significantly influence the patient's treatment and quality of life.
- For “nondemented” the precision is \( \frac{38}{38+19+0} = 52.78\% \).
- For “demented” the precision is \( \frac{18}{18+26+0} = 45.00\% \).
- For “converted” the precision is \( \frac{0}{0+8+3} = 0.00\% \).

b. Recall (recovery or sensitivity)

The proportion of correctly identified positive instances among all true positive instances is known as the true positive rate. This metric is critical in the evaluation of model performance in classification problems, as it provides information about the model's ability to correctly detect positive samples from the population. A high true positive rate indicates a good ability of the model to identify positive samples, while a low rate may indicate deficiencies in the model's detection ability. It is an important metric in evaluating the effectiveness of a model in detecting positive events or cases in a data set.
- For “nondemented” the recall is \( \frac{38}{38+26+8} = 66.67\% \).
- For “demented” the recall is \( \frac{18}{18+26+3} = 40.91\% \).
- For “converted” the recall is \( \frac{0}{0+8+3} = 0.00\% \).

4.2. Model comparison

In this section, a comparison is made between the algorithms used in data mining, evaluating their effectiveness in solving specific problems. We have chosen to represent this evaluation using a Cartesian plane, considered a distinctive means of differentiating between the various algorithms. Figure 7 offers a comparative view between models such as naive Bayes, decision tree, and rule induction. Rule induction stands out as the most outstanding algorithm with a score of 1.0, while the others present lower results. This visual approach provides us with a clear understanding of the relative capabilities of these algorithms in the tool, making it easier to identify which ones might be most effective in addressing the particular problem at hand.

Figure 7. Comparison of algorithmic models
4.3. Comparison of methodologies

SEMMA and CRISP-DM chose the KDD method because it best suited the proposed data mining project. The KDD methodology stands out for its holistic approach, which covers all stages of data mining, from data selection and preparation to model evaluation. Additionally, KDD has proven to be quite effective in identifying valuable patterns and insights in large data sets, which was critical for our project. KDD outperformed SEMMA and CRISP-DM in terms of versatility and ability to address the specific challenges of our data mining project in a more efficient and comprehensive manner, as shown in Table 5.

Table 5. Comparison of methodologies

<table>
<thead>
<tr>
<th>Comparison of attributes</th>
<th>SEMMA Methodology</th>
<th>CRISP-DM Methodology</th>
<th>KDD Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main focus</td>
<td>Developed by the SAS Institute, SEMMA is a methodology focused on the application of statistical and modeling techniques [38].</td>
<td>Developed by a consortium including SPSS, CRISP-DM is a widely used methodology that defines a standard process for data mining projects [39].</td>
<td>KDD is a broader approach than SEMMA and refers to the entire process of knowledge discovery in databases, including the identification of useful patterns [40].</td>
</tr>
<tr>
<td>Characteristics of its phases</td>
<td>The “explore” phase is highlighted and places a strong emphasis on exploring data to understand the structure and relationships before modeling.</td>
<td>CRISP-DM has well-defined phases, including business understanding, data understanding, data preparation, modeling, evaluation, and deployment.</td>
<td>KDD encompasses various techniques and methodologies, making it broader and less specific than SEMMA or CRISP-DM.</td>
</tr>
<tr>
<td>Lifecycle</td>
<td>SEMMA follows a linear sequence in which each phase is performed after the previous one.</td>
<td>Similar to KDD, CRISP-DM follows an iterative approach, allowing adjustments and improvements based on feedback.</td>
<td>KDD is presented as an iterative process in which the results obtained can feed back into previous phases.</td>
</tr>
</tbody>
</table>

5. DISCUSSION

In the results of our research, it is evident that Alzheimer's-related dementia issues have been effectively addressed through data mining and the use of decision tree algorithms. A certain alignment is identified with a previous study focused on predicting Alzheimer's from magnetic resonance images using decision trees, support vector machines, nearest neighbors, and naive Bayes [10]. However, our model differs in the obtained results, emphasizing that the support vector machine algorithm stands out as the most significant classifier in such predictions. In another study with higher concordance, data mining was employed by integrating structured texts to enhance dementia diagnosis, successfully identifying 92.6% of confirmed Alzheimer's cases. Nevertheless, certain differences are observed compared to our model, which utilizes a hybrid approach without a clear specification of the concept [11].

In the following research, there is some concordance with our proposed model as machine learning algorithms are applied. However, this study focuses on predicting factors associated with the onset of Alzheimer's in the elderly, according to the authors [12], [13]. Another study aligns with our results by conducting a thorough diagnosis of the disease to determine personalized treatments, focusing on key concepts such as accuracy, prediction, recall, and training time [14], [15]. Similarly, there is alignment with a study that implemented a computer system to determine the diagnosis of mild cognitive impairment using deep learning techniques, successfully having the model correctly anticipate mild impairment and distinguishing it from our approach based on other data mining techniques [16]. On the other hand, in research that implemented an IoT-based model utilizing the cloud and deep learning techniques with eye tracking, there is not a meticulous match with our model, as it does not emphasize the Alzheimer's prediction goal [17], [18].

In the authors' research [19], [20], the combination of data mining techniques, with an emphasis on association rule analysis, is highlighted. This relates to our research, as these techniques could be applied in future investigations to tailor treatments for each patient. Conversely, in another study on neurodegenerative diseases such as Parkinson's and Alzheimer's, machine learning algorithms were used, but the difference lies in that the diagnosis obtained was more focused on extracting specific features for model classification [21]. Another study related to the results obtained within our model presents some differences in the tools and algorithms used but shares the same objective of identifying patients with Alzheimer's disease [22]. Finally, in research that aimed to implement a convolutional network, no substantial match is found with the goal of our research, as it seeks the categorization of images into groups using certain algorithms to measure the cognitive and functional domains of Alzheimer's patients [23], [24].
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6. CONCLUSION

In this research, we delve into the intricate issue of Alzheimer’s disease, whose symptoms, linked to decreased brain activity, include a marked slowdown in cognitive function and memory loss. The main objective of our study was to predict the probability of a patient developing Alzheimer’s, and this challenge was met with the greatest scientific Rigor, exploring in depth the development of the subject. The application of the SEMMA methodology emerged as an essential component of our scientific approach. Each stage of SEMMA became a crucial tool for extracting and analyzing the most significant variables from the database, guiding us through rigorous statistical processes. Our model revealed a decrease in the number of Alzheimer’s cases in the database, although a significant percentage of cases associated with the disease persist. Our study suggests that a higher proportion of individuals associated with the disease should use the developed model, as it has yielded positive results for controlling the illness. This finding underscores the need for continuous adjustments to progressively reduce Alzheimer’s cases over time. We also found a correlation between the interpretation of our model and the models proposed by previously researched investigators. The application of advanced machine learning algorithms meant a substantial advance in the predictive capacity of our model, with the identification of key variables such as gender, age and group that contributed fundamentally to the accuracy and reliability of our predictions. As we celebrate our achievements, we recognize the inherent limitations that require attention and further research to refine our model. The dynamics of the medical context lead us to consider the possible inclusion of new variables or the expansion of the sample to improve the robustness of our approach. On the horizon of future research, we propose exploring new variables and data sources that enrich the complexity of the model, providing a more holistic understanding of the factors influencing the probability of contracting Alzheimer’s, which future studies could explore, taking our research criteria as a reference. External validation of the model in different patient cohorts is essential to assess its generalization and applicability in different clinical settings. Finally, this study has achieved significant advances in predicting the probability of developing Alzheimer’s, highlighting the importance of the variables identified and the applicability of the SEMMA methodology. At the conclusion of this research, we maintain the vision that our work will lay the foundation for future research that will contribute to the understanding and effective management of Alzheimer’s disease. Our findings provide conclusive evidence that this disease is strongly associated with the aging process of the individual or with familial inheritance, which triggers the illness.
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