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ABSTRACT

Educational data mining (EDM) is a strategic technique for exploring data in educational environments to gain a deeper understanding of education. One of the goals of EDM is to predict things related to students in the future which can be done using a machine learning approach. In this paper, a regression model is developed to predict student performance in the first semester and the waiting period for graduate employment using machine learning approach based on informatics management (MI) and non-informatics management (non-MI) student data. Four regression models are compared for predicting student performance in the first semester and waiting period for graduate employment, including support vector regression (SVR), random forest regression (RFR), AdaBoost regression (ABR), and XGBoost regression. Based on the experiment, prediction of students’ performance in the first semester, the highest R2 result produced by SVR model by value of 0.58 for MI and by RFR by value of 0.34 for non-MI. While, waiting period for graduate employment prediction, the highest R2 result produced by AdaBoost regression by value of 0.44 for MI and SVR by value of 0.39 for non-MI.
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1. INTRODUCTION

The quality of an educational institution is measured in part by the performance of its students. Polytechnics are obliged to prepare and produce competent graduates so they can compete in the world of work. One indicator of the quality of graduates who can compete in the world of work can be represented by the waiting period for graduates to get their first job. To produce skilled graduates, it is the responsibility of polytechnics to ensure that students maintain the expected level of performance from the first semester until the completion of their studies. The first semester is a significant adaptation period for students. The grade point in this semester can impact students’ self-perception of their learning abilities and provide an early indication of potential academic success in the future. The grade point of students in their first semester can act as an indicator and early warning for polytechnics to provide additional support to graduates who exhibit poor performance. Essentially, student performance, as evidenced by their academic achievements, serves as the initial foundation for students to compete in the professional world. Success in the first semester can be influenced by the academic and social support received by students. The Polytechnic can do a selective admission process as an effort to attract potential students, considering factors such as their social background, educational history, and admission result.
Achieving positive results in the early semesters has a beneficial impact on students, motivating students to take a proactive approach to their studies. In addition to academic performance, students' involvement in non-academic activities in college, such as proficiency in foreign languages, character education, organizational experience, internship experience, and other activities related to soft skills, can significantly influence their ability to face the world of work. Polytechnics can enhance their understanding of their graduates' potential in the world of work by analyzing tracer study data and diploma supplements. Tracer study data provides insights into the waiting period for employment of graduates. Meanwhile, the diploma supplement offers a comprehensive overview of graduates' academic track record, encompassing proficiency in foreign languages, character education, organizational experience, internship experience, and other activities during their academic tenure.

Based on the explanation above, there is a need-to-know student performance at the beginning of the semester and the student's waiting period for their first job. This need can be met by conducting research with an educational data mining approach. Data mining can be utilized to uncover hidden patterns, thereby extracting crucial information from data. Educational data mining (EDM) is a strategic technique for exploring data in an educational environment to gain a deeper understanding of education [1]. The aim of EDM is to identify patterns from key factors influencing learning, enhance the scholarly knowledge of educators and learners, and predict learning patterns of students in the future. Prediction models are developed using machine learning models [2] based on data within the educational relevant to the issues at hand.

Previous research on predicting student performance by analyzing student data has been done [3], [4]. Zulfikier et al. [5] revealed that machine learning can be applied to predict student grades, enabling crucial actions for grade improvement using a classification approach. Rai et al. [6] used machine learning to classify student performance, finding that the random forest algorithm outperformed the support vector machine (SVM). Hashim et al. [7] and Bilal et al. [8] demonstrated that student characteristics, including demographic information, academic background, and behavioral features, can be utilized as training data for machine learning algorithms. Kumar et al. [9] did research on predicting student performance using a machine learning regression model based on previous academic data and family background.

Previous research on predicting waiting period for graduate employment has been executed to evaluate the employability of graduates in the workplace [10], [11]. Casuat and Festijo [12] applied three machine learning methods, namely decision trees (DT), random forest (RF), and support vector machine (SVM), to predict the employability of students. Amalia and Wibowo [13] conducted research on creating a predictive model for the waiting period for graduates' employment when obtaining their first job using the Naïve Bayes data mining classification algorithm. Abdulloh et al. [14] did a study comparing SMOTE, SMOTE-ENN, and SMOTE-Tomek combined with SVM to detect the employability of graduates using tracer study datasets.

Based on a review of previous research, it is necessary to conduct data mining of academic records in the polytechnic to discover patterns related to student performance and the quality of graduates. This research represents the polytechnic's effort to analyze student performance patterns based on educational background, social background, and admission result. The aim is to early identify the performance of accepted prospective students. Furthermore, early detection is required regarding the waiting period for graduates entering the workplace based on academic achievements and activities during their academic tenure.

The novelty of this research lies in its ability to predict student performance outcomes, which includes first-semester grade point and waiting period for employment of graduates, using a regression model. This research aims to develop regression models for the first-semester student performance and the waiting period for graduates' employment. In the regression modelling of student performance, it is developed using enrolment data and admission result to the polytechnic. In the regression modelling for the waiting period for graduates' employment, it is developed using data from tracer studies [15], diploma supplements, and academic performance indices over the three years of study. The novelty in this research also involves comparing four regression models for both prediction models. Four regression models are support vector regression (SVR), random forest regression (RFR), AdaBoost regression (ABR), and XGBoost regression [16]. The goal is to identify the regression model with the best performance for both cases. Both regression models can provide early warnings to polytechnics regarding student performance in the first semester, enabling them to anticipate performance in the next semester. This anticipation can impact the waiting period for students to secure their first job upon graduation.

2. METHOD

There are various methods that can be utilized to understand how data mining aids improvement in the education sector. In data mining, there are four primary methods: classification, prediction, association, and clustering. The processes involved in applying data mining to the education sector can vary, with the
number of stages ranging from four to eleven [17]. However, generally, the stages commonly used in the education sector are referred to as the cross-industry standard process for data mining (CRISP-DM). CRISP-DM is a systematic guide for implementing data mining across sectors, including education as shown in Figure 1 [18], [19]. It comprises six stages: business understanding, data understanding, data preparation, modelling, evaluation, and implementation.

In this research, the research methodology is designed based on the CRISP-DM framework. The CRISP-DM framework is modified according to the research objectives as shown in Figure 2. It begins with collecting the necessary data for developing a regression model for student performance at first semester and a regression model for the waiting period for graduates’ employment at the polytechnic. Subsequently, data pre-processing is applied to the collected data to obtain a format suitable for the model. The results of data pre-processing are then used to create regression models. All models used in the experiments are evaluated to obtain the model with the best performance.

![Cross-industry standard process methodology](image1)

**Figure 1. Cross-industry standard process methodology [20], [21]**

![Research methodology](image2)

**Figure 2. Research methodology**
### 2.1. Data collection

To develop a regression model for predicting student performance, we utilize enrollment data, admission results data, and grade points at the first semester in Table 1. The target variable is the grade points at the first semester. The dataset for developing the regression model to predict student performance consists of 114 rows for informatics management (MI) majors and 617 rows for non-informatics management (non-MI) majors, with each dataset containing 29 features. The datasets are differentiated by unique features, specifically TPA test results for MI and Physics test results for non-MI.

To predict the waiting period for graduate employment, we utilize tracer study data, diploma supplement and grade points within the three years of study. The tracer study data include the waiting period for graduate employment, as a dependent variable. Diploma supplement encompasses internship experience, international language, character education, organizational experience, and other activities as shown in Table 2. The dataset consists of 47 rows for MI majors with 11 features in it (except international language because it only has one value) and 135 rows for non-MI majors with 12 features in it.

#### Table 1. Dataset for predicting student performance

<table>
<thead>
<tr>
<th>No</th>
<th>Data source</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Enrollment data</td>
<td>Registration year</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Year of birth</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>Gender</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Graduation year</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>Height</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Weight</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>What order do you come in your family</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>Number of siblings</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Home city</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Home province</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>Father's education</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>Father's job</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>Mother's education</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>Mother's job</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>Parent average income</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>Parent city</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>Parent province</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>School origin</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>School city</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>School province</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>Accreditation</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>School majors</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>Average mathematics grade</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>Average physics grade</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>Average English grade</td>
</tr>
<tr>
<td>26</td>
<td>Admission result</td>
<td>Mathematics test results</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>Physics/TPA test results</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>English test results</td>
</tr>
<tr>
<td>29</td>
<td>Target variable</td>
<td>GPA semester 1</td>
</tr>
</tbody>
</table>

#### Table 2. Dataset for predicting waiting period for graduate employment

<table>
<thead>
<tr>
<th>No</th>
<th>Data source</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GP semester for three years</td>
<td>GP Semester 1</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>GP Semester 2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>GP Semester 3</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>GP Semester 4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>GP Semester 5</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>GP Semester 6</td>
</tr>
<tr>
<td>7</td>
<td>Diploma supplement</td>
<td>Internship experience</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>International language</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Character education</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Organizational experience</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>Other activities</td>
</tr>
<tr>
<td>12</td>
<td>Tracer study</td>
<td>Waiting period for graduate employment</td>
</tr>
</tbody>
</table>

### 2.2. Data pre-processing

Data preprocessing aims to clean, transform, and prepare raw data before the data is used in data analysis or statistical modeling [22]. In this research, the first step at this stage is to handle missing values.
Missing values are handled by filling in the mean, median or mode value. The second step involved data transformation by changing categorical variables into numerical format.

In the student performance dataset for MI major, there are several features that have missing values, including father’s job, mother’s job, average physics grade, and gap year. In the student performance dataset for non-MI majors, features with missing values include mother's job, father's job, mother's education, father's education, accreditation, average physics grades, and gap year. Then, after handling missing values, we encode features that have categorical values. Two transformation techniques are utilized, namely label encoder and one-hot encoder. The label encoder is utilized to convert ordinal categorical data, while the one-hot encoder is used for converting categorical data without a specific order. The label encoder is used for gender, father's education, mother's education, parent average income, accreditation, average mathematics grade, average physics grade, and average English grade. One-hot encoder is used to registration year, home city, parent city, school city, school city, father's job, mother's job, and school major. After the data transformation, the dataset for predicting student performance comprises 76 features for the MI dataset and 98 features for the non-MI dataset.

The dataset for predicting the waiting period for graduate employment consists of 11 features for MI and 12 features for non-MI. Dataset for MI major, international language has only one value, so the feature is eliminated. In this case, there are features that have missing values, including international languages, character education, organizational experience, and other activities. The label encoder is utilized, resulting in a dataset for predicting the waiting period for graduate employment consisting of all features for both MI and non-MI.

Thorough dataset analysis is carried out to identify features that have an impact on the target variable. In the student performance prediction dataset, there are many features, so it needs to analyze and ignore features that have no impact for predicting student performance. Dataset for predicting of waiting period for graduate employment, analysis was also carried out to see which features had impact on this case. The feature selection in this research uses the feature importance permutation algorithm.

### 2.3. Regression model

To predict student performance and the waiting period for graduate employment, four regression techniques are employed: SVR, RFR, ABR, and XGBoost regression [23]–[25]. All four regression models are implemented with hyperparameter tuning to achieve optimal performance in Table 3. The selection of regression techniques is based on recent research in data mining literature and their strengths in prediction.

Each dataset will be split into three parts: training set, test set, and validation set. This data split is aimed at avoiding biased prediction results. In both cases, predicting student performance and predicting the waiting period for graduate employment, the data will be divided with an 80:10:10 ratio, meaning 80% for training set, 10% for test set, and 10% for validation set.

<table>
<thead>
<tr>
<th>Regression model</th>
<th>Hyperparameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector regression</td>
<td>( Kernel, C, \epsilon )</td>
</tr>
<tr>
<td>Random forest</td>
<td>( n\text{-estimators, max_depth, min_samples_split, min_samples_leaf, max_features, bootstrap} )</td>
</tr>
<tr>
<td>AdaBoost regression</td>
<td>( max_depth, loss, n_estimators, learning_rate )</td>
</tr>
<tr>
<td>XGBoost regression</td>
<td>( max_depth, subsample, n_estimators, learning_rate )</td>
</tr>
</tbody>
</table>

### 2.4. Evaluation

During the experiment all the regression algorithms were executed using 5-fold cross validation to train the model. Each dataset was divided into five corresponding subsets, four were used for training the model, and one subset was used for model testing and validation. The performance of the four regression models will be evaluated using three metrics, namely mean absolute error (MAE), mean square error (MSE), and \( R^2 \) square.

### 3. RESULTS AND DISCUSSION

Four regression models are compared, tested, and analyzed. The regression models are SVR, RFR, AdaBoost regression and XGBoost regression. In the experiment, the model was trained with a baseline dataset, with a normalized dataset and with feature selection. Feature selection use permutation feature importance algorithm.
3.1. Student performance at first semester

In the regression model for predicting student performance, the model is trained with a dataset that consists of 76 features for the MI dataset and 98 features for the non-MI dataset. Each model is trained through various experiments, including baseline, best parameters, and best features. The most optimal results from each regression model experiment are presented in Table 4. The model with the best performance for predicting the performance of students at the first semester in MI dataset is SVR while in non-MI dataset is RFR. Both SVR and RFR achieved their best performance by performing hyperparameter tuning, feature normalization, and feature selection. Feature selection used the permutation feature selection technique, and normalization was done using StandardScaler. In the MI dataset, SVR used hyperparameters $C = 1$, $\epsilon = 0.3$, $\text{kernel} = \text{rbf}$. In the non-MI dataset, RFR used hyperparameters $\text{bootstrap} = \text{True}$, $\text{max_features} = \text{sqrt}$, $\text{min_samples_leaf} = 2$, $\text{min_samples_split} = 2$, and $n\_\text{estimators} = 500$. The best features in the best regression models for both datasets are presented in Table 5.

Model performance on non-MI datasets is lower than on MI datasets. The MI dataset comprises a smaller dataset size, resulting in the RFR not exhibiting superior performance compared to SVR. Conversely, in the non-MI dataset, RFR demonstrates a slight superiority, albeit not significantly, attributable to the greater variation observed in the non-MI dataset compared to the MI dataset as shown in Figures 3 to 8. Furthermore, both XGBoost regression and AdaBoost regression have not yielded optimal results, highlighting the necessity for heightened attention towards appropriately tuning hyperparameters and also add more data to enhance model performance. The distribution can be observed that the distribution of parent city, home city and school city in non-MI has higher variations.

### Table 4. Comparison of regression models to predict student performance at the first semester.

<table>
<thead>
<tr>
<th>Regression model</th>
<th>MI dataset</th>
<th>Non-MI dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.23</td>
<td>0.06</td>
</tr>
<tr>
<td>AdaBoost regression</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td>XGBoost regression</td>
<td>0.24</td>
<td>0.08</td>
</tr>
</tbody>
</table>

### Table 5. Best features of the best regression models to predict student performance at the first semester.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Best feature</th>
</tr>
</thead>
</table>

Figure 3. Distribution of parent city in MI dataset

Figure 4. Distribution of parent city in non-MI dataset
The weight feature in the non-MI dataset has a skewness value of 1.81 while the MI dataset has a skewness value of 1.4 so that the weight feature in the non-MI dataset has more skewed data compared to the MI dataset. In Figures 9 and 10, the feature weight in the non-MI dataset has more outliers than in the MI dataset. The English test result feature in the non-MI dataset has a skewness value of 1.16 while the MI dataset has a skewness value of 1.4 so that the English test result feature in the non-MI dataset has more skewed data compared to the MI dataset. In Figures 11 and 12, the feature English test result in the non-MI dataset has more outliers than in the MI dataset. Mathematics test result features in both datasets as shown in Figures 13 and 14 have data distribution that tends to be the same but in the non-MI dataset there are outliers. The difference between the two datasets is the PAT test result feature on the MI dataset and the physics test result feature in the non-MI dataset. The PAT test result feature has a skewness value of 0.4 while the physics test result feature has a skewness value of -0.19. Considering the skewness value of both, the PAT test result feature in Figure 15 tends to have higher skewness, but the physics test result feature has many outliers in Figure 16. Outliers and skewed data have an unstable impact on model performance. This also means that the regression coefficient values can be very sensitive to the outlier values and skewness data, leading to high variability in the model results.

![Boxplot of weight MI dataset](image1)
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3.1. Waiting period for graduate employment

In the regression model for predicting the waiting period for graduate employment, the model is trained with a dataset that consists of 10 features for MI dataset and 11 features non-MI datasets. Each model is trained through various experiments, including baseline, best parameters, and best features. The most optimal results from each regression model experiment are presented in Table 6. The model with the best performance for predicting waiting period for graduate employment in MI dataset is ABR while in non-MI dataset is SVR. Both SVR and ABR achieved their best performance by performing hyperparameter tuning and feature normalization. Normalization was done using Standard Scaler. In the non-MI dataset, SVR used hyperparameters $C = 1, \epsilon_{s} = 0.1, kernel = linear$. In the MI dataset, ABR used hyperparameters $max\_depth = 2, learning\_rate = 0.001, n\_estimators = 400$. The best features in the best regression models for both datasets are presented in Table 6.

Based on the evaluation results, the MAE does not exhibit significant differences among the various models. Specifically, in the MI dataset, AdaBoost regression outperforms the others, suggesting its effectiveness in managing small datasets with minimal outlier data. Conversely, in non-MI datasets, support vector machines demonstrate superior performance compared to other models in handling small datasets with numerous outlier data points.
Table 6. Comparison of regression models to predict waiting period for graduate employment

<table>
<thead>
<tr>
<th>Model</th>
<th>MI dataset</th>
<th>Non-MI dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>0.74</td>
<td>0.59</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>AdaBoost regression</td>
<td>0.60</td>
<td>0.46</td>
</tr>
<tr>
<td>XGBoost regression</td>
<td>0.85</td>
<td>0.79</td>
</tr>
</tbody>
</table>

4. CONCLUSION

The best regression model for predicting students’ performance in the first semester is SVR for MI dataset and RFR for non-MI dataset. For the MI dataset, SVR has an $R^2$ value of 0.58, indicating that the model can explain approximately 58% of the variation in the target data. This means that a significant portion of the variation remains unexplained, suggesting the presence of other factors not considered in the model or uncertainties in the data contributing to the remaining variability. For the non-MI dataset, RFR has an $R^2$ value of 0.34. Within the best model for student performance on the MI dataset, the MAE was found to be 0.14. Similarly, within the best model for student performance in the non-MI dataset, the MAE was found to be 0.27. For example, if a student’s actual score is 3.0, the possible error in the predicted value could range from 2.86 to 3.14 for the MI dataset and from 2.73 to 3.27 for the non-MI dataset. This error range is still acceptable because within these values, the students’ characteristics remain consistent, allowing for the same treatment to be applied.

The best regression model for predicting the waiting time of graduate employment is AdaBoost Regression for the MI dataset and SVR for the non-MI dataset. SVR performs with $R^2$ value of 0.39, while AdaBoost has a performance with $R^2$ value of 0.44. In this case, considering the performance of the generated models, the availability of the data and high variance become one of the problems to get more improvement of the model performance. Further research with more data can be applied to enhance it. Within the best model for the waiting period for graduate employment, the MI and non-MI dataset, the MAE was found to be 0.6 and 0.53. In this case, for example, the actual waiting time is 1 month, then the possible error in the prediction value that can occur is 0.4 months or 1.4 months for MI and 0.47 months or 1.53 months for non-MI. This error range is still acceptable because the only error value is no more than 1 month.

The predicted outcomes for student performance in the first semester and the waiting period for graduate employment exhibit an $R^2$ value below 0.5, falling within the low category within the context of regression analysis. These findings indicate that the model is unable to elucidate more than half of the variability in the target data. Consequently, considering the current $R^2$ results, additional research is warranted to investigate other factors influencing student performance in the first semester and the waiting period for graduates at polytechnic institutions.
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