Improving the efficiency of food supplies for a trading company based on an artificial neural network
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ABSTRACT
This article presents the proper organization of the supply chain to meet consumer demand, which is crucial for modern commercial enterprises involved in the sale of various products. Studies indicate that a company's success is linked to the satisfaction of its customers. To optimize the supply chain, this study will consider the use of artificial neural network models. The results of this model will seek a balance between demand and supply, helping determine the necessary quantity of goods to satisfy demand and prevent overproduction. By using this model, the company can fully meet the needs of its customers. Additionally, the company saves its resources and labor costs and reallocates them to other tasks. The model demonstrates the optimization of production and supply business processes, as well as an increase in efficiency.
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1. INTRODUCTION
Supply chain management processes can be automated through the use of machine learning. Machine learning algorithms can be utilized to identify patterns in customer behavior, which enables businesses to adjust their supply chain strategies accordingly. By using this, businesses can better anticipate customer needs and improve their products. Automating the demand forecasting process can be achieved through machine learning, which allows businesses to better prepare to meet customer needs [1]. Machine learning algorithms enable enterprises to spot any potential violations in their processes, which allows them to take corrective measures before problems occur. Businesses can reduce costs and increase profits by increasing the speed and accuracy of supply chain processes. By doing this, they can pass on savings to their customers, leading to more competitive prices and greater customer satisfaction. The work published in other articles and national journals was studied to conduct this research. These studies were the first step towards the application of our model. One of the first was an article on the mechanism for assessing sustainable production capabilities based on blockchain technology, long short-term memory. The process of analytical hierarchy for the supply chain network was discussed [2]. In this article, the author proposed an assessment system that combines the internet of things (IoT), machine learning, and blockchain technology for the organization of the supply chain. Huang et al. [3] conducted research on trading systems in their work “Automated trading systems statistical and machine learning methods and hardware implementation: a survey”. This paper examines trading systems constructed using various methods, dividing them into three
categories: technical analysis, text analysis, and high-frequency trading. Artificial intelligence and machine learning technologies are already being utilized by large companies to increase sales. Online stores use machine learning to recommend and select products, as well as analyze customer data such as frequency and amount of purchases, lifestyle, and favorite product categories. Self-learning algorithms are available to process large amounts of data and remember successful and unsuccessful decisions. This information is used by algorithms to make further predictions. Historical data is used to train algorithms, including transactions, customer interaction history, online sources, revenue information, and more. The model's accuracy in the end is determined by the set of data, quality, and length of the collected data. The algorithm identifies relationships and monitors the influence of various factors on the process of interest through the data array. The machine has the ability to detect even non-obvious patterns at a faster rate than a team of analysts. In addition to machine learning, there has been an increase in the research devoted to blockchain. For example, the work of Köhler and Pizzol [4] entitled “Technology assessment of blockchain-based technologies in the food supply chain”. A technology assessment framework was used by the authors to examine six cases of blockchain-based technologies in the food supply chain. Technique, knowledge, organization, and product can all be distinguished by this technology. The study revealed that blockchain is not a distinct technology, but rather a component of a technology system. Blockchain technology is a database that is advanced and allows for the open exchange of information within a business network [5]. Using machine learning-based algorithms, long-term relationships with clients can be built and retention rates can be increased. Machine learning is also capable of automating customer service tasks, such as resolving simple customer queries or directing customer calls to the most suitable agent. The purpose of this study is to analyze the implementation of artificial neural networks in trading companies and their effects. In artificial intelligence, a neural network is utilized to teach computers how to process data in the same manner as the human brain. Artificial neural networks aim to achieve greater accuracy when solving complex problems, such as document summarization or face recognition [6].

2. METHOD

A neural network is a technique used in machine learning. The purpose of this method is to enable computers to process data in the same way as the human brain. Artificial neural networks attempt to solve complex problems in a manner similar to that of a human [7]. The study and modeling of relationships between non-linear and complex inputs and outputs is within their capabilities [8]. Neural networks have been used in a variety of industries. This can include: i) The classification of medical images for analysis; ii) Analyze behavioral data and make targeted marketing decisions through filtering and social media exploration; and iii) Making forecasts in different fields through the processing of historical data.

The structure of neural networks is a reflection of the structure of the human brain. The human brain is made up of cells called neurons that form a branched network. Each neuron in this network is connected. Sending each other special electrical signals is necessary for the human brain to process information. Artificial elements interact with each other in an artificial neural network to solve problems. Artificial neurons are what they are known as. They are software modules called nodes, and artificial neural networks are programs or algorithms that computer systems use to perform mathematical calculations [9].

Artificial neurons connect three layers in an artificial neural network [10].

a. Input layer: The input for information from external sources is provided by the first layer. Data is processed, analyzed, or classified by nodes in this layer. Following that, it is moved to the next level.

b. Hidden layer: The input from the input layer or other hidden layers is received by the subsequent layers. Artificial neural networks may have numerous hidden layers. The output of the previous layer is analyzed by each hidden layer, processed, and then passed on to the next layer.

c. Output layer: The final outcome of processing all data by an artificial neural network is transmitted by this layer. There is a chance that it has one or more nodes. The output layer will have one output node that will produce a result of ‘1’ or ‘0’ when solving a binary classification problem (yes/no). When there are multiple classifications, the output layer may have more than one output node.

Deep neural network architecture is shown in Figure 1.

For an artificial neural network to function correctly, it must first undergo training. Special algorithms have been developed to train neural networks for these purposes. There are two main principles: supervised and unsupervised, which can be grouped and divided among all these algorithms [11]. The distinction between these two approaches lies in the fact that for certain "lessons" a teacher is necessary, while for others, independent learning is sufficient. Let's pay close attention to both methods. Finding dependencies between loosely coupled parameters can be achieved by using neural networks [12]. This is just a story about a sales forecast, where you need to take into account a huge flow of data: supplies, seasonality, weather, exchange rates, the cost of housing in the area of the outlet, the age of customers, their average

earnings, prices in similar stores, and so on. To solve such a problem, it is important to list all possible solutions in numerical format and explain how each parameter affects the others [13].

In our work, we used the backpropagation method, where the training dataset consisted of only one set of data, namely the purchase data made in the last year. Our neural network will consist of two inputs (a1 and a2), two hidden layers (b1 and b2), and two outputs (c1 and c2). The artificial neural network is shown in Figure 2.

![Deep neural network architecture](image1)

![Artificial neural network](image2)

Using input values of 0.03 and 0.08, the neural network is obligated to produce values of 0.01 and 0.09, respectively. Our neural network will be tested against these values. The direct propagation of input signals through the layers of the neural network is the first step in the process of any neural network [14]. The initial stage involves comprehending the potential output values for input signals a1=0.03 and a2=0.08. We take the values of the weighting coefficients as d1=0.1, d2=0.15, d3=0.2, d4=0.25, d5=0.3, d6=0.35, d7=0.4 and d8=0.45. The input values we receive are transferred from the input layer to the hidden layer and from the hidden layer to the output layer. Calculating a weighted sum for each of the hidden layer neurons is necessary to calculate the output values of each one. The formula following allows for the calculation of the weighted sum of input signals to hidden layer neuron b1 [15]:

\[
sum_{b1} = d_1 \cdot a_1 + d_2 \cdot a_2
\]

\[
sum_{b1} = 0.1 \cdot 0.03 + 0.15 \cdot 0.08 = 0.003 + 0.012 = 0.015
\]

We use the activation function to calculate the output value of neuron b1 next:

\[
out_{b1} = \frac{1}{1 + e^{-sum_{b1}}} = \frac{1}{1 + e^{-0.015}} = 0.504
\]

The calculations we perform for neuron b2 are similar.

\[
sum_{b2} = d_3 \cdot a_1 + d_4 \cdot a_2
\]

\[
sum_{b2} = 0.2 \cdot 0.03 + 0.25 \cdot 0.08 = 0.006 + 0.02 = 0.026
\]

\[
out_{b2} = \frac{1}{1 + e^{-sum_{b2}}} = \frac{1}{1 + e^{-0.026}} = 0.507
\]

The next action is to transfer signals from the hidden layer to the output layer. The calculations are carried out in the same manner, but the outputs of the neurons in the hidden layer are used as input. Let’s begin the calculations for c1 [16]–[18]:

\[
sum_{c1} = d_5 \cdot out_{b1} + d_6 \cdot out_{b2}
\]

\[
sum_{c1} = 0.3 \cdot 0.504 + 0.35 \cdot 0.507 = 0.151 + 0.178 = 0.329
\]

\[
out_{c1} = \frac{1}{1 + e^{-sum_{c1}}} = \frac{1}{1 + e^{-0.329}} = 0.581
\]
We have obtained results by performing similar calculations for neuron c2:

\[ \text{sum}_{c2} = d_7 \times \text{out}_{b1} + d_8 \times \text{out}_{b2} \]

\[ \text{sum}_{c2} = 0.4 \times 0.504 + 0.45 \times 0.507 = 0.202 + 0.228 = 0.43 \]

\[ \text{out}_{c2} = \frac{1}{1 + e^{-\text{sum}_{c2}}} = \frac{1}{1 + e^{-0.43}} = 0.606 \]

At the second stage, we identify a network error that has a generalized nature. To do this, we will use the formula:

\[ M = \sum \frac{1}{2} (t - \text{out})^2 \]

The output expected from the neural network is \( t \), while the current output is \( \text{out} \). We will calculate the errors for the output neurons \( c1 \) and \( c2 \) based on this knowledge:

\[ M_{c1} = \frac{1}{2} (t_{c1} - \text{out}_{c1})^2 = \frac{1}{2} (0.01 - 0.581)^2 = 0.16302 \]

\[ M_{c2} = \frac{1}{2} (t_{c2} - \text{out}_{c2})^2 = \frac{1}{2} (0.89 - 0.606)^2 = 0.04033 \]

The sum of the prediction errors of all output neurons is equal to the total prediction error of a neural network.

\[ M_{\text{total}} = M_{c1} + M_{c2} = 0.16302 + 0.04033 = 0.20335 \]

The weighting coefficients can be updated using the reverse error elimination method after calculating this error. It is our duty to guarantee that the neural network produces results that are as close as possible to the target ones as possible. New weights can be obtained and errors in the neural network can be minimized by using this method. We commence the algorithm's work from the output layer, which is the end [19].

Weights \( d_5 \) and \( d_6 \) have connections to neuron \( c1 \), while weights \( d_7 \) and \( d_8 \) have connections to neuron \( c2 \). We initiate the process of updating the scales using \( d_5 \). The partial derivative of \( M_{\text{total}} \) is calculated in relation to \( d_5 \). Using the rule for differentiating complex functions, we can obtain the error function if it is represented as a complex function:

\[ \frac{\partial M_{\text{total}}}{\partial d_5} = \frac{\partial M_{\text{total}}}{\partial \text{out}_{c1}} \times \frac{\partial \text{out}_{c1}}{\partial \text{sum}_{c1}} \times \frac{\partial \text{sum}_{c1}}{\partial d_5} \]

The initial step is to determine how modifying the output signal impacts the overall network error. Because

\[ M_{\text{total}} = \frac{1}{2} (t_{c1} - \text{out}_{c1})^2 + \frac{1}{2} (t_{c2} - \text{out}_{c2})^2 \]

then

\[ \frac{\partial M_{\text{total}}}{\partial \text{out}_{c1}} = 2 \times \frac{1}{2} (t_{c1} - \text{out}_{c1}) = (t_{c1} - \text{out}_{c1}) \]

\[ \frac{\partial M_{\text{total}}}{\partial \text{out}_{c1}} = \text{out}_{c1} - t_{c1} = 0.581 - 0.01 = 0.571 \]

Next, you need to calculate the partial derivative of its output \( \text{out}_{c1} \) for neuron \( c1 \) with respect to the output of its adder \( \text{sum}_{c1} \), which forms the weighted sum of its inputs. The logistic function (sigmoid) has the peculiarity of being able to express its partial derivative in terms of itself [20].

\[ \frac{\partial \text{out}_{c1}}{\partial \text{sum}_{c1}} = \text{out}_{c1} (1 - \text{out}_{c1}) = 0.581 \times (1 - 0.581) = 0.2434 \]
The final calculation involves determining how much the change in $d_5$ affects the weighted sum ($\text{sum}_{c1}$):

$$\text{sum}_{c1} = d_5 \cdot out_{b1} + d_6 \cdot out_{b2}$$

$$\frac{\partial \text{sum}_{c1}}{\partial d_5} = 1 \cdot out_{b1} \cdot d_5^{(1-1)} + 0 + 0 = out_{b1} = 0.504$$

After completing all the calculations, it became possible to combine them into one expression and carry out the calculation:

$$\frac{\partial M_{\text{total}}}{\partial d_5} = \frac{\partial M_{\text{total}}}{\partial out_{c1}} \cdot \frac{\partial out_{c1}}{\partial \text{sum}_{c1}} \cdot \frac{\partial \text{sum}_{c1}}{\partial d_5}$$

$$\frac{\partial M_{\text{total}}}{\partial d_5} = 0.571 \cdot 0.2434 \cdot 0.504 = 0.0701$$

Let’s go back to establishing the scales, specifically the coefficient $d_5$. Subtracting the resulting value from the current weight is necessary to decrease the coefficient’s impact on the overall network error. This value is required to be multiplied by the learning rate $\alpha$. Choosing the learning rate parameter is a separate task. The process of setting up neural networks has an impact on their quality and convergence. Let’s assume that the value of is equal to 0.5. The $d_5$ value will be changed to:

$$d_5^{\text{new}} = d_5 - \alpha \cdot \frac{\partial M_{\text{total}}}{\partial d_5}$$

$$d_5^{\text{new}} = 0.3 - 0.5 \cdot 0.0701 = 0.26495$$

To obtain corrected values for the $d_6$ weights of the output layer, we need to perform similar operations:

$$\frac{\partial M_{\text{total}}}{\partial d_6} = 0.571 \cdot 0.2434 \cdot 0.507 = 0.0705$$

$$d_6^{\text{new}} = 0.35 - 0.5 \cdot 0.0705 = 0.31475$$

The calculations for weights $d_7$ and $d_8$ are identical. However, there are slight differences between derivatives:

$$\frac{\partial M_{\text{total}}}{\partial d_7} = \frac{\partial M_{\text{total}}}{\partial out_{c2}} \cdot \frac{\partial out_{c2}}{\partial \text{sum}_{c2}} \cdot \frac{\partial \text{sum}_{c2}}{\partial d_7}$$

$$\frac{\partial M_{\text{total}}}{\partial d_7} = 0.516 \cdot 0.2399 \cdot 0.507 = 0.0628$$

$$d_7^{\text{new}} = 0.4 - 0.5 \cdot 0.0628 = 0.3686$$

$$\frac{\partial M_{\text{total}}}{\partial d_8} = 0.516 \cdot 0.2399 \cdot 0.507 = 0.0628$$

$$d_8^{\text{new}} = 0.45 - 0.5 \cdot 0.0628 = 0.4186$$

New weights have been identified by performing these updates in the neural network. Neurons in the hidden layer are a result of these weights. The weights that are produced are the exact weights that originally existed. It is worth remembering that the weights that were previously used were chosen at random. To update the values of weights $d_1, d_2, d_3,$ and $d_4$ we move from the output layer to the hidden one. Let’s examine how weight $d_1$ is updated. To start, we need to figure out how much it affects the overall network configuration error:
\[
\frac{\partial M_{total}}{\partial d_1} = \frac{\partial M_{total}}{\partial out_{b1}} \cdot \frac{\partial out_{b1}}{\partial sum_{b1}} \cdot \frac{\partial sum_{b1}}{\partial d_1}
\]

We employ an approach that is similar to the output layer. The outputs of each neuron in the hidden layer will have a simultaneous effect on multiple neurons in the output layer, which is the difference. Neuron \( b1 \) has an effect on the prediction error of neurons \( c1 \) and \( c2 \), which in turn has an impact on the overall network error. To assess the degree of its influence on the overall network error, it is necessary to calculate since a change in the signal \( out_{b1} \) affects both \( out_{c1} \) and \( out_{c2} \) [21].

\[
\frac{\partial M_{total}}{\partial out_{b1}} = \frac{\partial M_{c1}}{\partial out_{b1}} + \frac{\partial M_{c2}}{\partial out_{b1}}
\]

The first term should be written in the form

\[
\frac{\partial M_{c1}}{\partial out_{b1}} = \frac{\partial M_{c1}}{\partial sum_{c1}} \cdot \frac{\partial sum_{c1}}{\partial out_{b1}}
\]

\[
\frac{\partial M_{c1}}{\partial sum_{c1}} = 0.571 \cdot 0.2434 = 0.1389
\]

The second factor can be calculated in this manner

\[
sum_{c1} = d_5 \cdot out_{b1} + d_6 \cdot out_{b2}
\]

\[
\frac{\partial sum_{c1}}{\partial out_{b1}} = d_5 = 0.3
\]

The original expression is reconstructed by substituting the obtained values:

\[
\frac{\partial M_{c1}}{\partial out_{b1}} = 0.1389 \cdot 0.3 = 0.04167
\]

Let's perform the second part of the equation in a similar manner:

\[
\frac{\partial M_{c2}}{\partial out_{b2}} = \frac{\partial M_{c2}}{\partial sum_{c2}} \cdot \frac{\partial sum_{c2}}{\partial out_{b2}}
\]

\[
\frac{\partial M_{c2}}{\partial sum_{c2}} = 0.516 \cdot 0.2399 \cdot 0.45 = 0.0557
\]

We can obtain that from this point onwards:

\[
\frac{\partial M_{total}}{\partial out_{b1}} = 0.04167 + 0.0557 = 0.09737
\]

We have identified the initial multiplier of three for \( \frac{\partial M_{total}}{\partial d_1} \). I should mention that we are contemplating updating weight \( d_1 \) and analyzing its impact on the overall network configuration error:

\[
\frac{\partial M_{total}}{\partial d_1} = \frac{\partial M_{total}}{\partial out_{b1}} \cdot \frac{\partial out_{b1}}{\partial sum_{b1}} \cdot \frac{\partial sum_{b1}}{\partial d_1}
\]

Using the formula, we calculate the second factor:

\[
out_{b1} = \frac{1}{1 + e^{-sum_{b1}}}
\]
This function's derivative is represented by the following form:

\[
\frac{\partial out_{b1}}{\partial sum_{b1}} = out_{b1}(1 - out_{b1})
\]

\[
\frac{\partial out_{b1}}{\partial sum_{b1}} = 0.504 \times (1 - 0.504) = 0.2499
\]

The last factor will be determined using the following expression:

\[
sum_{b1} = d_1 \times a_1 + d_2 \times a_2
\]

\[
\frac{\partial sum_{b1}}{\partial d_1} = a_1 = 0.01
\]

The partial derivative of the total network error with respect to the weighting coefficient \(d_1\) is derived by combining all the obtained results and obtaining the final expression:

\[
\frac{\partial M_{total}}{\partial d_1} = 0.09737 \times 0.2499 \times 0.01 = 0.00024
\]

Using the same formula, we can update the values of the weighting coefficient \(d_1\) now that we are aware of the partial derivative:

\[
d_1^{new} = d_1 - \alpha \times \frac{\partial M_{total}}{\partial d_1}
\]

\[
d_1^{new} = 0.1 - 0.5 \times 0.00024 = 0.09988
\]

The method we use for calculating the remaining coefficients is identical:

\[
\frac{\partial M_{total}}{\partial d_2} = \frac{\partial M_{total}}{\partial out_{b1}} \times \frac{\partial out_{b1}}{\partial sum_{b1}} \times \frac{\partial sum_{b1}}{\partial d_2}
\]

\[
\frac{\partial M_{total}}{\partial d_2} = 0.09737 \times 0.2499 \times 0.09 = 0.00218
\]

\[
d_2^{new} = d_2 - \alpha \times \frac{\partial M_{total}}{\partial d_2}
\]

\[
d_2^{new} = 0.15 - 0.5 \times 0.00218 = 0.14891
\]

We also carry out calculations for coefficients \(d_3\) and \(d_4\):

\[
\frac{\partial M_{total}}{\partial d_3} = \frac{\partial M_{total}}{\partial out_{b2}} \times \frac{\partial out_{b2}}{\partial sum_{b2}} \times \frac{\partial sum_{b2}}{\partial d_3}
\]

\[
\frac{\partial M_{total}}{\partial d_3} = 0.09737 \times 0.2499 \times 0.01 = 0.00024
\]

\[
d_3^{new} = d_3 - \alpha \times \frac{\partial M_{total}}{\partial d_3}
\]

\[
d_3^{new} = 0.2 - 0.5 \times 0.00024 = 0.1998
\]

\[
\frac{\partial M_{total}}{\partial d_4} = 0.09737 \times 0.2499 \times 0.09 = 0.0218
\]
\[ d_4^{\text{new}} = d_4 - \alpha \cdot \frac{\partial M_{\text{total}}}{\partial d_4} \]

\[ d_4^{\text{new}} = 0.25 - 0.5 \cdot 0.0218 = 0.2391 \]

We successfully applied the backpropagation method. This allowed us to update the weights in our model. Comparison of weight coefficients is presented in Table 1 [22].

<table>
<thead>
<tr>
<th>The meaning of the weights</th>
<th>Original weights</th>
<th>Updated weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_1 )</td>
<td>0.1</td>
<td>0.09988</td>
</tr>
<tr>
<td>( d_2 )</td>
<td>0.15</td>
<td>0.14891</td>
</tr>
<tr>
<td>( d_3 )</td>
<td>0.2</td>
<td>0.1998</td>
</tr>
<tr>
<td>( d_4 )</td>
<td>0.25</td>
<td>0.2391</td>
</tr>
<tr>
<td>( d_5 )</td>
<td>0.3</td>
<td>0.26495</td>
</tr>
<tr>
<td>( d_6 )</td>
<td>0.35</td>
<td>0.31475</td>
</tr>
<tr>
<td>( d_7 )</td>
<td>0.4</td>
<td>0.3686</td>
</tr>
<tr>
<td>( d_8 )</td>
<td>0.45</td>
<td>0.4186</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

Updated scales allow us to draw conclusions. Forward propagation resulted in a network's overall error of 0.20335. One iteration of the backpropagation algorithm led to a decrease in the network's overall prediction error to 0.19601. At first glance, this may seem like just another minor difference. However, we only used this algorithm once. The neural network's error will be significantly reduced if we perform 1,000 similar iterations. It is evident that it would be challenging for someone to carry out all these calculations on such a scale. This is where computers with their computational power come to the rescue. Virtually any programming language can implement this algorithm. This method can be used in both new and existing neural networks by implementing it programmatically [23]. In an artificial neural network aimed at improving the product supply chain, use past delivery and purchase data to train this network, and then apply this algorithm to reduce errors. As a result, the company will acquire a system that analyzes product deliveries and assists in decision-making. The potential for demand forecasting is significantly expanded thanks to neural networks. Neural networks can perform computations using a greater number of factors than human analysts. Weather, traffic congestion, competitors' marketing activities, and political events are all examples of events that can cause issues.

The use of artificial intelligence in trading is expected to expand rapidly in the future. Nowadays, there is active implementation of artificial neural networks, machine learning, and artificial intelligence everywhere. The use of neural networks is being actively initiated by enterprises. With their assistance, industrial work can be optimized, maintenance and repairs can be performed, search engine recommendations can be made, and the process and quality of work can be monitored. Processes in leading industries can be completely restructured by artificial neural networks. The main players in the market in the future will be companies that use neural networks or other types of artificial intelligence. However, neural networks possess their own unique characteristics [24]. Artificial intelligence is gradually becoming a necessity in all business sectors [25].

4. CONCLUSION

In conclusion, we would like to emphasize that artificial intelligence is capable of rapidly taking businesses to a whole new level. This is one of its main functions and tasks. Retail business is an example of where AI can be applied, but it can also be used in other fields. The main areas of application for artificial intelligence, artificial neural networks, and machine learning include: i) Industry (control of production processes, their optimization, equipment diagnostics, information about breakdowns, preventive measures, automation); ii) Information security (anti-fraud technologies, analysis of old threats and prevention of new ones, information for creating a common database); iii) Trade (analysis of purchasing activity and the effectiveness of marketing strategies, procurement management, development of personalized loyalty programs, in-depth analytics); iv) Trade (analysis of purchasing activity and the effectiveness of marketing strategies, procurement management, development of personalized loyalty programs, in-depth analytics); and v) Banking (risk management, forecasting, chatbots in mobile banking applications).
Companies can expand their operations and increase profits by having virtually unlimited access to new opportunities through artificial intelligence. Using just one algorithm can lead to significant performance improvements, and a comprehensive approach can yield even better results. The question is only who will be the first to implement modern technologies and achieve rapid results, and who will catch up at the very end just to stay in the market. Of course, artificial intelligence can be approached with caution and its use can be avoided, recalling the movie "Terminator". Another option is to use technology for the benefit of business, taking necessary precautions and considering the peculiarities of the models. Here, reliable, properly managed and controlled systems are important, as well as reliable partners and suppliers who can offer their expertise. Our current reality now includes artificial intelligence performing human work, and it is no longer just a fantasy. This influence will only grow stronger with each passing year due to human needs.
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