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ABSTRACT

Doctors play a critical role in interpreting medical images as part of their core responsibilities. They need to find comparable examples that can assist in making informed decisions, especially when encountering ambiguous visuals. Traditionally, Systems such as content-based medical image retrieval (CBMIR) have been used for this. The proposed method employs a novel technique, local histogram equalization (LHE) for preprocessing, transfer learning-based convolutional neural network to extract the representative features with Manhattan and Euclidean distance metrics to assess how similar the query image and database image are to one another. This model is trained on a standard dataset namely Chest X-Ray images. Top-k, Precision and Recall measure is employed to assess system performance. From the results, the suggested enhanced convolutional neural network (CNN) model demonstrates significantly superior performance in the top 10 retrieval rates of 97.13% for coronavirus disease 2019 (COVID-19), 96.84% for normal, 82.63% for pneumonia-bacterial, and 81.72% for pneumonia-viral and precision@recall10 of 93.14% for COVID-19, 91.88% for normal, 77.84% for pneumonia-bacterial and 74.71% for pneumonia-viral.
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1. INTRODUCTION

Clinical medicine depends heavily on imaging for tasks including diagnosis, care, planning, and monitoring patient response [1]. Image similarity holds significant importance in medical practice as diagnostic [2], [3] decision-making traditionally relies on patient information, including both images and non-image data. Recently, digital images have gained popularity across numerous disciplines, including education, science, and medicine [4]. Hospitals and medical facilities generate a substantial volume of digital images as part of their daily operations, including X-rays, mammograms, and magnetic resonance imaging (MRI) [5]. Numerous researchers have opted to employ content-based image retrieval systems as their primary method for locating images with similar content [6], [7]. content based medical image retrieval (CBMIR) is particularly effective for medical images since it relies on visual characteristics to measure.
similarity, unlike text-based image retrieval approaches [8] that necessitate annotated medical images. In the context of chest X-rays [9], [10], an individual image may encompass various diseases, making it impractical to report each one in every instance. Various existing methods use handcrafted techniques for image retrieval tasks [11], [12].

Machine learning research [13] has advanced significantly, especially since the deep learning framework was introduced. A wide variety of advanced machine learning methods known as “deep learning” enable the modeling of sophisticated abstractions in data [14]. This is achieved using deep architectures consisting of multiple nonlinear transformations. Deep learning emulates the intricate structure of the human brain [15], where information is processed through numerous layers of transformation. Consequently, deep learning methods offer a direct means of automatically learning features [16] at several levels of abstraction by exploring deep architectures. These techniques enable the system to acquire sophisticated features from raw images without relying on manually crafted features. Recent investigations have proven the successful application of deep learning techniques across various domains, including image and video classification [17], [18], visual tracking [19], speech recognition [20], and natural language processing [21]. Recently, researchers have explored the practice of techniques like deep learning in CBMI tasks, as evidenced by several studies [22]. The study employs a global categorization approach, where images of various body parts are grouped into distinct classes [23], [24] each labeled corresponding to the body component.

The content-based coronavirus disease 2019 (COVID-19) image retrieval system is an important pandemic tool with numerous benefits. It assists clinicians by acting as a visual aid in diagnoses and facilitates decision-making [25], [26] by comparing patient images to a database of confirmed cases. Here, we concentrate on the issue of medical image retrieval. COVID-19 can induce gradual respiratory failure in individuals, leading to hospitalization and possible death. This study’s major goal is to characterize the COVID-19 feature discovered in chest X-ray images using a mix of local histogram equalization (LHE) and an efficient deep learning model that can beat existing manual approaches. The study presents three significant contributions: i) the utilization of transfer learning on various convolutional neural networks and image augmentation enhances robustness and generalization in medical imaging, ii) a novel deep convolutional neural network (CNN) model with optimized preprocessing techniques for efficient feature extraction using a collection of medical images, and iii) leveraging the acquired features to build an extremely effective retrieval approach for medical images using graphics processing units (GPUs) capable of handling vast datasets.

To facilitate comprehension, this paper is arranged as follows: section 2 describes the proposed method. Section 3 details the suggested experimental setting, including results and discussion. While section 4 concludes the article.

2. PROPOSED METHOD

The suggested system is divided into the following steps: i) image preprocessing, ii) transfer learning, iii) feature extraction and finally, and iv) image retrieval. Figure 1 shows the process involved in the proposed methodology. The system consists of two phases, the training phase and the testing phase. The dataset used for this experiment is chest X-ray images with four classes namely COVID-19, normal, pneumonia-bacterial, and pneumonia-viral.

2.1. Image preprocessing

In the preprocessing phase of this study, the collection of a large chest X-ray dataset for COVID-19 diagnosis is done which includes two-step image augmentation and image enhancement. To guarantee uniformity across the collection, the training, and testing set images are down-sized to 224×224, a typical dimension. Augmentation methods involve rotation sampling, height shift, width shift, shear range, zoom range, ZCA-whitening, feature-wise standard normalization, horizontal flip, and fill mode to overcome the class imbalance. These methods assisted in producing more samples and producing a dataset that was more evenly distributed. After augmenting the dataset, it was divided into various class segments, with an 80:20 ratio allocated to each class for both training and testing purposes. This division ensured that there were inclusive samples from every class in both the training and testing datasets.

These pre-processing steps have successfully enhanced the dataset’s diversity, balanced the class distribution, and created robust training and testing datasets. This study entailed the development and evaluation of deep learning models specifically designed for COVID-19 diagnosis, with these datasets serving as the fundamental basis. Image preprocessing also involves a technique to enhance the contrast of an image using LHE, as shown in Figure 2. Neighborhood adaptive local histogram equalization, or LHE, is used. Figure 2(a) is the original image, and Figure 2(b) is after-image enhancement using LHE. The contrast enhancement method known as LHE splits a picture into smaller, non-overlapping blocks or areas. Then it carries out separate histogram equalization inside each of these local neighborhoods.
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2.2. Transfer learning

The study employs transfer learning as a powerful technique for the diagnosis of COVID-19. The model is specifically loaded with weights that were previously trained from the ImageNet dataset, which is a massive image categorization dataset. In computer vision tasks, initializing a deep neural network using ImageNet pre-trained weights and fine-tuning it for feature extraction is a popular and efficient method. Through this procedure, the extracted features from images are used in other applications by utilizing the extensive feature representations that have been learned from ImageNet. The learned parameters (weights and biases) of a neural network model that has been pre-trained on the ImageNet dataset are referred to as “ImageNet weights”. The information and feature representations that the model has learned throughout its training on ImageNet are represented by these weights.
2.3. Image feature extraction

This methodology employed an unsupervised technique for generating image feature vectors in a retrieval system. A deep neural network, like a CNN, is trained using the ImageNet dataset in the first training phase. The internal parameters of the model, such as its weights and biases, are changed during training through a technique known as gradient descent and backpropagation. The model’s acquired weights may be used in other computer vision applications [27] once it has been trained on ImageNet. The proposed methodology incorporates an integral component called the “extract” function, which plays a pivotal role in capturing deep features from input images using the VGG-16 and DenseNet121 models. Typically, images in color are loaded into VGG-16 with 224×224 pixels as the fixed input size. There are a total of 13 convolutional layers in VGG-16. 3x3 kernels are used in all convolutional layers. As you move farther into the network, the number of filters steadily rises from a tiny starting point, creating an expanding receptive field. A max-pooling layer comes after two successive convolutional layers. By using a 2x2 window and a stride of 2, max-pooling reduces the dimension of the space by a factor of 2. Lastly, rectified linear unit (ReLU) for non-linearity, a flattened layer, and a fully connected layer1 that generates the feature vector of the input images. The DenseNet121 model contains an input size of 224×224. The convolutional layer consists of a kernel size of 5x5 and a stride of 2, with 4 dense blocks, and a 3x3 window-max-pooling layer. DenseNet-121 is comprised of four dense blocks. A batch normalization layer, a ReLU activation function, and a 3x3 convolutional layer are all included in each dense unit. The transition layers consist of a batch normalization layer, a 1x1 convolution layer for the reduction of dimensionality, and a 2x2 average pooling layer. A global average pooling layer has been implemented at the network’s end. The spatial dimensions are reduced to 1x1, resulting in a fixed-size mapping of features for every channel. Resulting in 4,096 features from the feature vector.

Algorithm 1. Image feature extraction and retrieval
Input: Training set, Query image
Output: Top-K closest images
Step 1: Load a pre-trained CNN model with ImageNet weights.
Step 2: Initialize an empty feature database.
Step 3: For each image ‘I’ in the training set: a) Resize ‘I’ to 224×224 pixels, b) Preprocess ‘I’ (LHE, transformations, normalization), c) Extract features from the chosen layer of the CNN model, and d) Store the extracted features in the feature database along with the image identifier.
Step 4: For each image ‘I’ in the test set: a) Resize the query image to 224×224 pixels, b) Preprocess the query image (LHE, transformations, normalization), and c) Extract features from the same layer used for training images.
Step 5: Initialize an empty similarity scores list.
Step 6: For each image ‘I’ in the feature database: a) compute the similarity score between the query image’s features and ‘I’‘s features using a chosen distance metric (e.g., Euclidean distance, Manhattan similarity); b) Store the similarity score and the corresponding image identifier in the similarity scores list.
Step 7: Sort the similarity scores list in ascending order based on the computed similarity scores.
Step 8: Select the top-K images with the highest similarity scores from the feature database.

2.4. Image retrieval

To evaluate the similarity between images and gauge their likeness, the proposed method calculates the distances between their feature vectors using widely recognized similarity metrics such as Euclidean distance and Manhattan distance. Overall, this approach leveraged feature extraction, distance calculation using popular similarity measures shown in (1) and (2), and a structured distance matrix to facilitate image retrieval. Using this method, the system was able to find visually related images and show how well this strategy supports image-based queries and retrieval activities. Where \( i = 1, 2, \ldots, n \) refers to the number of images and \( x,y \) are the coordinate values.

\[
\text{Euclidean\_Distance}(x,y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2} \tag{1}
\]

\[
\text{Manhattan\_Distance}(x,y) = \|x - y\|_1 = \sum_{i=1}^{n}|x_i - y_i| \tag{2}
\]

3. RESULTS AND DISCUSSION

3.1. Experimental setup

A GPU, cloud services, Windows OS (10 and above), Keras, TensorFlow, and Kaggle datasets are among the software tools and platforms that are exploited for this experiment. Specifically, the GPU used for this experiment is the Nvidia P100, which is available on the Kaggle Kernel platform. The project’s hardware specifications can be met by a typical computer system, like the Dell Vostro 15 3000 with an Intel Core i5 processor.
3.2. Dataset description

The data set used for the suggested work was chest X-ray images separated into four types and collected from freely accessible medical databases. A total of 16,000 photos, 4,000 from each class, made up the dataset. According to Figure 3, the images were randomly divided into a training dataset and a testing dataset, with 80% and 20% of the total images going to each group. There were no overlapping images between the training set and testing set, which had different numbers of images at 12,800 and 3,200, respectively. Each class’s photos were downsized to 224×224. Table 1 displays the breakdown of images used in the training dataset and testing dataset.
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Figure 3. Sample images from the Chest X-ray dataset

<table>
<thead>
<tr>
<th>Chest X-Ray Images</th>
<th>COVID-19</th>
<th>Normal</th>
<th>Pneumonia-Bacterial</th>
<th>Pneumonia-Viral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Set</td>
<td>3,200</td>
<td>3,200</td>
<td>3,200</td>
<td>3,200</td>
</tr>
<tr>
<td>Testing Set</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>Total</td>
<td>4,000</td>
<td>4,000</td>
<td>4,000</td>
<td>4,000</td>
</tr>
</tbody>
</table>

3.3. Performance measure

Assessing an image retrieval system involves evaluating retrieval results using various metrics and methodologies tailored to the task and system objectives. Typical assessment criteria include precision, which measures the ratio of relevant photos to all images retrieved, highlighting system correctness. Equations (3) and (4) introduce precision and recall, respectively. Precision gauges the percentage of relevant photos among retrieved results, while recall assesses retrieval comprehensiveness by comparing successfully retrieved relevant photos to the total relevant images in the dataset.

\[
\text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{Number of retrieved images}}
\]  
\[
\text{Recall} = \frac{\text{No of relevant images retrieved}}{\text{Total No of relevant images in database}}
\]

3.3.1. Top-k retrieval

This metric evaluates the accuracy of the retrieval system at a specific threshold point (k), where k represents the number of top-ranked images successfully recovered. By checking if relevant images are within the top-k retrieved results for each query, we estimate top-k accuracy. Tables 2 and 3 present the results of top-k retrieval using Euclidean and Manhattan distances for the DenseNet121 and VGG-16 models, respectively. Generally, the top-k results using the Manhattan distance measure on the DenseNet121 model outperform those of the VGG-16 model.
Table 2. Top-k retrieval using Euclidean and Manhattan distance measures for the DenseNet121 model

<table>
<thead>
<tr>
<th>Query Images</th>
<th>Distance Metric</th>
<th>Top-10%</th>
<th>Top-20%</th>
<th>Top-30%</th>
<th>Top-40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19</td>
<td>Euclidean</td>
<td>96.2</td>
<td>95.5</td>
<td>95.2</td>
<td>94.8</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td>96.6</td>
<td>95.9</td>
<td>95.6</td>
<td>95.2</td>
</tr>
<tr>
<td>Pneumonia-bacterial</td>
<td></td>
<td>82.4</td>
<td>82.1</td>
<td>81.7</td>
<td>81.4</td>
</tr>
<tr>
<td>Pneumonia-viral</td>
<td></td>
<td>80.9</td>
<td>79.8</td>
<td>78.9</td>
<td>78.3</td>
</tr>
<tr>
<td>COVID-19</td>
<td>Manhattan</td>
<td>97.1</td>
<td>96.4</td>
<td>96.1</td>
<td>95.9</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td>96.8</td>
<td>96.5</td>
<td>96.2</td>
<td>95.9</td>
</tr>
<tr>
<td>Pneumonia-bacterial</td>
<td></td>
<td>82.4</td>
<td>82.1</td>
<td>81.7</td>
<td>81.4</td>
</tr>
<tr>
<td>Pneumonia-viral</td>
<td></td>
<td>81.7</td>
<td>80.1</td>
<td>79.1</td>
<td>78.6</td>
</tr>
</tbody>
</table>

Table 3. Top-k retrieval using Euclidean and Manhattan distance measures for the VGG-16 model

<table>
<thead>
<tr>
<th>Query Images</th>
<th>Distance Metric</th>
<th>Top-10%</th>
<th>Top-20%</th>
<th>Top-30%</th>
<th>Top-40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19</td>
<td>Euclidean</td>
<td>97.6</td>
<td>96.4</td>
<td>96.1</td>
<td>95.9</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td>93.3</td>
<td>92.1</td>
<td>91.4</td>
<td>90.6</td>
</tr>
<tr>
<td>Pneumonia-bacterial</td>
<td></td>
<td>77.7</td>
<td>76.3</td>
<td>75.7</td>
<td>75.3</td>
</tr>
<tr>
<td>Pneumonia-viral</td>
<td></td>
<td>80.2</td>
<td>78.9</td>
<td>78.4</td>
<td>77.9</td>
</tr>
<tr>
<td>COVID-19</td>
<td>Manhattan</td>
<td>97.8</td>
<td>97.1</td>
<td>96.7</td>
<td>96.4</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td>93.8</td>
<td>92.8</td>
<td>92.1</td>
<td>95.9</td>
</tr>
<tr>
<td>Pneumonia-bacterial</td>
<td></td>
<td>77.8</td>
<td>77.5</td>
<td>75.8</td>
<td>75.3</td>
</tr>
<tr>
<td>Pneumonia-viral</td>
<td></td>
<td>80.9</td>
<td>79.1</td>
<td>78.7</td>
<td>78.1</td>
</tr>
</tbody>
</table>

3.3.2. Precision and recall

Precision and recall represent crucial evaluation measures employed in information retrieval. They serve to assess model performance, especially in scenarios involving binary classification tasks. These metrics find particular utility when addressing imbalanced datasets or situations where the significance of one class outweighs the other. Using the precision and recall measurement metrics, we compute the retrieval system’s performance using VGG-16 and DenseNet121. Retrieval performance about precision and recall for the DenseNet121 model and VGG-16 using Manhattan distance measure on four different classes, namely COVID, normal, bacterial, and viral, is presented in Figure 4 (a) and 4(b), respectively. Overall, the average precision vs. recall results in Figure 4(a) are 82.26% for COVID-19, 81.66% for normal, 67.32% for pneumonia-bacterial, and 61.03% for pneumonia-viral. Whereas the average precision vs. recall in Figure 4(b) is 81.83% for COVID-19, 68.02% for normal, 64.3% for pneumonia, and 60.37% for pneumonia-viral.

For a given query image from the COVID-19 class, the top 10 retrieved images using DenseNet121 and Manhattan distance are shown in Figure 5. In Figure 5(a), we have a query image belonging to the COVID-19 class and the top 10 images retrieved based on the distances sorted in ascending order along with the image ID using DenseNet121. Similarly, Figure 5(b), 5(c), and 5(d) are the results for the normal, pneumonia-bacterial, and pneumonia-viral classes, respectively. The total number of similar images retrieved from Figure 5(a) is 10, Figure 5(b) is 10, Figure 5(c) is 10, and Figure 5(d) is 9. Due to their parallel processing capabilities, speed, support for deep learning, and capacity to handle large datasets, GPUs are well-suited for feature extraction in CBMIR tasks. They are crucial in increasing the efficiency and responsiveness of CBIR systems, particularly in real-time or high-throughput applications. Table 4, compares the feature extraction time using GPUs on VGG-16 and DenseNet121. DenseNet121 on GPUs consumes less time for extracting the features of large medical image datasets.
Figure 5. Results of the sample query image and top-10 similar images belonging to (a) COVID-19, (b) normal, (c) pneumonia-bacterial, (d) pneumonia-viral

Table 4. Comparison of feature extraction time using GPUs on CNN models

<table>
<thead>
<tr>
<th>Proposed CNN Model</th>
<th>Time Taken for feature extraction on GPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>42m 17s</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>13m 21s</td>
</tr>
</tbody>
</table>
4. CONCLUSION

The suggested approach provides a unique method for discriminating COVID-19 patients from viral pneumonia using chest X-ray images. The proposed method leverages the power of LHE for image enhancement and DenseNet121 deep learning models to retrieve relevant and comparable examples from a vast dataset of chest X-ray images. The experiment uses various similarity metrics, including Euclidean and Manhattan distances, and observed that the Manhattan distance yielded superior results for the top 10 retrievals. Furthermore, a comparison between the VGG16 and DenseNet121 models found that, when using the Manhattan distance metric, the DenseNet121 model on GPUs outperformed, achieving top-10 retrieval rates of 97.13% for COVID-19, 96.84% for normal, 82.63% for pneumonia-bacterial, and 81.72% for pneumonia-viral, and precision@recall10 of 93.14% for COVID-19, 91.88% for normal, 77.84% for Pneumonia-bacterial, and 74.71% for Pneumonia-viral. The suggested method has the potential to assist radiologists with everyday tasks, especially in the context of the present COVID-19 pandemic. In the future, the suggested system aims to expand its capabilities by incorporating the ability to assess the severity of COVID-19 and pneumonia cases. We aim to enhance the model’s precision and speed by harnessing computational resources like parallel GPUs.
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