Cryptocurrency fraud detection through classification techniques

Nrusingha Tripathy¹, Sidhanta Kumar Balabantaray², Surabi Parida², Subrat Kumar Nayak¹

¹Department of Computer Science and Engineering, Siksha ‘O’ Anusandhan (Deemed to be University), Bhubaneswar, India
²Department of Computer Science and Engineering, Gandhi Institute for Education and Technology, Bhubaneswar, India

Article Info

Article history:
Received Nov 3, 2023
Revised Jan 19, 2024
Accepted Feb 2, 2024

Keywords:
Anomaly detection
Classification techniques
Cryptocurrency
Financial data
Prediction

ABSTRACT

Ethereum and its native cryptocurrency, Ether, have played a worthy attention in the development of the blockchain and cryptocurrency space. Its programmability and smart contract capabilities have made it a foundational platform for decentralized applications and innovations across various industries. Because of its anonymous and decentralized structure, the hotheaded expansion of cryptocurrencies in the payment space has created both enormous potential and concerns related to cybercrime, including money laundering, financing terrorism, illegal and dangerous services. As more financial institutions attempt to integrate cryptocurrencies into their networks, there is an increasing need to create a more transparent network that can withstand these kinds of attacks. In this work, we are using different classification techniques, such as logistic regression (LR), random forest (RF), k-nearest neighbors (KNN), adaptive boosting (AdaBoost), and extreme gradient boosting (XGBoost) for Ethereum fraud detection. The dataset we are using includes rows of legitimate transactions done using the cryptocurrency Ethereum as well as known fraudulent transactions. The “XGBoost” model, which is noteworthy, detects variations that might attract notice and prevent potential issues in this chore.
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1. INTRODUCTION

Since cryptocurrencies were first introduced ten years ago and have become widely used as a substitute for conventional payment methods, their user base has grown exponentially. Even though it is quite popular, the majority of organizations and governments are dubious about its adoption as a standard form of payment. This is due to the fact that these transactions are decentralized, anonymous, and unstable, which makes them a prime target for many cybercrimes, including money laundering, providing risqué or illegal services, supporting terrorist organizations, and Ponzi schemes. Therefore, as more institutions try to integrate bitcoin into their systems, it is essential to recognize these behaviors and create a bitcoin transaction network that is more resistant to fraud [1], [2].

Despite the fact that the data on cryptocurrencies, especially bitcoin, is accessible to everyone, the anonymization of the data makes it impossible for anybody to connect fraudulent or illegal transaction labels to the networks. Classification techniques are a type of supervised machine learning method used to categorize data into predefined classes or labels. These techniques are commonly used for tasks like image recognition, spam email detection, sentiment analysis, and fraud detection. Aziz et al. [3], using light gradient boosting machine (LGBM) technique to efficiently uncover fraudulent transactions, basically make
a comparison between their measurements and the LGBM method. Extreme gradient boosting (XGBoost) and LGBM techniques exhibit the highest accuracy; however, LGBM performs somewhat better, achieving 98.60% for the given dataset. By adjusting the hyper-parameters of the LGBM further, an accuracy of 99.03% is attained. Dutta et al. [4] aim to find evidence of fraud and deceit in Ethereum transaction procedures. Using generalized Luroth series maps, an artificial neural network called ChaosNet enables us to achieve this functionality. Because of the high levels of chaotic activity among neurons, ChaosNet leverages some of the greatest features of biological neuronal networks to achieve difficult classification tasks that are better than those of conventional neuronal networks (CNN). It requires a substantially smaller amount of training data. ChaosNet's capability has been effectively utilized. To further serve the objectives of this investigation, ChaosNet has been combined with a number of well-known machine learning (ML) techniques.

For the purpose of detecting Ethereum fraud, we are employing a variety of classification approaches in this work, including logistic regression (LR), random forest (RF), k-nearest neighbors (KNN), adaptive boosting (AdaBoost), and extreme gradient boosting (XGBoost). The dataset we are working with contains rows of known fraudulent transactions as well as transactions made using the cryptocurrency Ethereum. The important "XGBoost" model detects variations that might attract notice and prevent issues. The following is a summary of the paper's contribution: i) for the purpose of detecting Ethereum fraud, we are employing a variety of classification approaches in this study and ii) to identify and stop fraud with cryptocurrencies.

2. RESEARCH METHOD

Cryptocurrency fraud detection is a critical task in the world of digital currencies since cryptocurrency transactions are anonymous and decentralized [5], [6]. To detect and prevent cryptocurrency fraud, we used different classification techniques in this work. This dataset includes rows including both legitimate and known fraudulent Ethereum transactions. In order to identify dishonest and dubious individuals, our study looks at Ethereum's unusual transactions or characteristics. This dataset includes rows including both legitimate and known fraudulent Ethereum transactions. In fact, Ethereum (ETH) is one of the most well-known and often-used cryptocurrencies, and it has a big market share. Developers can write and run smart pacts that have circumstances of agreement directly put into code by means of Ethereum's blockchain technology. Ethereum now has a market value of over 17% of the $1.2 trillion worldwide cryptocurrency market. Ethereum and the original cryptocurrency vary in a few key ways [7], [8]. Ethereum is meant to be something more than merely a store of wealth and a medium of trade, in contrast to Bitcoin (BTC). Rather, Ethereum is a blockchain-based, decentralized computer network. The complete work implementation process is depicted in Figure 1.

![Figure 1. Work flow diagram](image)
Due to this feature, the Ethereum platform has seen the development of numerous decentralized applications, which has increased its uptake and popularity [9], [10]. Ethereum request for comment 20 (ERC-20) governs token creation on the Ethereum blockchain, allowing them to be exchanged for other tokens from smart contracts. The standard protocol known as ERC-20 is used to create tokens based on Ethereum that may be used and distributed inside the Ethereum network. Initially we taken Ethereum transaction dataset then we go for cross validation of our dataset it aids in determining how effectively a model will function with fresh, untested data. Making the most of the data that is available in a small dataset is a situation in which cross-validation comes in handy [11], [12]. The kind of data determines which procedure should be used to handle missing values, the extent of missingness, and the goals of our analysis or modeling. It is important to carefully consider the potential impact of handling missing data in a particular way on the validity and interpretability of our results. Following the completion of preprocessing, we input the dataset into the various categorization models that we have used here. We assess the model using metrics such as recall F1-Score, accuracy, and precision. The identification of bitcoin fraud is a continuous process that requires awareness and a variety of approaches to reduce risks and preserve the reliability of cryptocurrency systems. The method of classification selected is contingent on factors like the nature of the data (e.g., structured, unstructured, text, and images), the number of classes, the availability of labeled data, and the specific requirements of the problem [13].

3. PROPOSED MODEL

New risks have surfaced in addition to the ease brought about by the quick advancements in information and technology. Attackers have altered their goal, method, and kind of assault due to their fast adaptation to new technology [14], [15]. A new generation of security procedures is required for governmental organizations and institutions, commercial corporations, and ordinary internet users to deal with these risks. A collection of procedures and algorithms known as classification techniques are applied to group data into specified classes or categories [16]. Each item in a batch of data is classified, using classification, into one of a predetermined set of classes or groupings. In order to predict categorical labels, a model or classifier is built for the data analysis task classification. The goal of classification is to forecast each example in the data with accuracy for the intended class. Dataset collection containing the known class assignments is the starting point for a classification task. For example, by utilizing observed data for several loan applicants over time, it could be possible to create a categorization model that forecasts credit risk [17]. Order is not indicated by discrete classifications. For forecasting models with numerical targets, regression analysis is employed instead of categorization.

The majority of scams draw inspiration from offline models, like Ponzi schemes, which are 150-year-old frauds that mimic high-yield outlay programs and allow users to cash out only if they bring in enough new members to cover the scheme’s profit. Consequently, early investors profit from the insolvency of the most recent ones. The credibility of Ethereum and the entire cryptocurrency ecosystem is harmed by these scams. Cryptocurrencies are typically ranked according to their relative size in the market using their market capitalization, which is determined by multiplying their current price by their circulating supply. Changes in circulation supply and price variations can cause volatility in market cap rankings. Regression analysis determines whether variables are statistically important in describing the variation in the variable that is dependent by examining the coefficients of the variables that are independent. Regression analysis is a strong and adaptable technology with uses in many different industries. It offers a methodical approach to predict outcomes, comprehend and analyze the interactions between variables, and guide decision-making procedures.

The average mean between send transactions is shown in Figure 2; mean values are on the x-axis, while density is on the y-axis. In a similar vein, Figure 3 displays the average mean between received transactions, with mean values plotted on the x- and density-y-axes. ERC-20 tokens have played a pivotal role in various blockchain-based applications by providing a standardized and interoperable way to represent and exchange digital assets on the Ethereum network [18], [19]. Regression analysis evaluates the overall fit of the model and estimates the regression coefficients of each factor in the equation by using statistical techniques. The fraud detection histogram plot, with the number of generated contracts on the x axis and the y axis's total fraud count, is displayed in Figure 4. The number of classes, the availability of labeled data, the type of data, and the particular needs of the task all influence the classification approach that is used.
Figure 2. Average mean between send transactions

Figure 3. Average min between received transactions

Figure 4. Detecting fraud visualization
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RESULT ANALYSIS

Even though using cryptocurrencies like Ethereum to conduct transactions is growing in popularity, fraud and other illegal activities are still frequent [20], [21]. The majority of scams draw inspiration from offline models, allowing participants to cash out only if they bring in enough new members to cover the scheme's profit. Consequently, early investors profit from the insolvency of the most modern ones [22], [23].

A statistical technique called regression analysis is utilized to look at the relationship between a number of independent variables and one or more dependent variables. The credibility of Ethereum and the whole cryptocurrency community is harmed by these frauds. For Ethereum fraud detection in this study, we use logistic regression, random forest classifiers, KNN classifiers, AdaBoost classifiers, and XGB classifiers. The XGBoost resampling algorithm for sampling outliers is given in Table 1.

Table 1. XGBoost resampling algorithm for sampling outliers

<table>
<thead>
<tr>
<th>Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Give: j_pos and j_neg occurrences of both the positive and negative class;</td>
</tr>
<tr>
<td>R_pos vector of magnitude len (j_pos)</td>
</tr>
<tr>
<td>R_neg vector of magnitude len (j_neg)</td>
</tr>
<tr>
<td>While I ∈ j_pos do XGB[i] ← Calculate the t XGB of j;</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>While t ∈ XGB{} do F_pos[K] ← 1;</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>while t ∈ j_neg do XGB[t] ← Calculate the z XGB of t</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>M_pos ← Mean (F_pos);</td>
</tr>
<tr>
<td>DPos ← Standard deviation of (F_pos);</td>
</tr>
<tr>
<td>M_neg ← Mean (F_pos);</td>
</tr>
<tr>
<td>DNeg ← Standard deviation of (F_neg);</td>
</tr>
<tr>
<td>Cutpos ← (M_pos - Dpos);</td>
</tr>
<tr>
<td>Cutneg ← (M_pos - Dpos);</td>
</tr>
<tr>
<td>while j ∈ j_pos do</td>
</tr>
<tr>
<td>if F_pos[j] &lt; Cutpos then</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>while t ∈ j_neg</td>
</tr>
<tr>
<td>end if</td>
</tr>
</tbody>
</table>

4.1. Metrics for evaluation

In the context of binary classification algorithms, such as those employed to identify fraud or Ponzi schemes, the words true positive (TP), true negative (TN), false positive (FP), and false negative (FN) are frequently used. The terms "TP" and "TN" denote the quantity of Ponzi scheme contracts that are accurately detected and the quantity of contracts that are not Ponzi schemes, FP for the quantity of smart indentures that do not include Ponzi schemes but are mistakenly identified, and FN for the quantity of contracts involving Ponzi outlines that are mistakenly estimated as non-Ponzi outline indentures [24]. These are the definitions of precision, recall, and F1-Score, which we use to determine the model's performance:

\[
Precision = \frac{TP}{TP + FP} \tag{1}
\]

\[
Recall = \frac{TP}{TP + FN} \tag{2}
\]

\[
F1 - Score = 2 \times \frac{Precision \times Recall}{Precision + Recall} \tag{3}
\]

In comparison to the other models, the XGB classifier yields higher results in terms of accuracy. It has a 98% accuracy rate, which is higher than other results. The XGBoost model’s confusion matrix is displayed in Figure 5. The F1-Score of the XGB classifier is shown in Figure 6 and Figure 7 displays the ROC curve. The performance of each classification model is listed in Table 2. Because cryptocurrency transactions are decentralized and anonymous, detecting cryptocurrency fraud is an essential challenge in the realm of digital currencies [25], [26]. In this paper, we apply several categorizations approaches to identify and stop bitcoin fraud. This dataset contains rows including known fraudulent as well as authentic Ethereum transactions. Ethereum request for comment 20 (ERC-20) is a commonly used specification for developing and using fungible tokens on the Ethereum network. Like conventional currencies or assets, these tokens are
used to signify digital assets that are exchangeable. ERC-20 tokens have become a fundamental building block of the Ethereum ecosystem, as they enable the creation and management of various digital assets, including cryptocurrencies and utility tokens [27], [28]. Prices for cryptocurrencies can fluctuate significantly over brief periods of time. Price changes can be influenced by a variety of factors, including macroeconomic trends, regulatory developments, market sentiment, and technological breakthroughs. These rules ensure compatibility and interoperability among different tokens, wallets, and decentralized applications (DApps) within the Ethereum network [29]–[32].

![Confusion Matrix](image1)

Figure 5. Confusion matrix

![F1-Score plot of XGB classifier](image2)

Figure 6. F1-Score plot of XGB classifier

![ROC curve of XGB classifier](image3)

Figure 7. ROC curve of XGB classifier
5. CONCLUSION

The effectiveness of a cryptocurrency fraud detection system will be contingent on eminence of the data, the choice of structures, the selection of classification algorithm, and the model's tuning. Regularly update the model and adapt to emerging fraud patterns to enhance the system's effectiveness. A noteworthy model called "XGBoost" detects variations that might attract notice and prevent issues. In machine learning, a variety of algorithms and classification strategies are available, each with unique advantages and disadvantages. The type of data and the particular issue are attempting to address will determine which classification strategy is best. The cryptocurrency network normalizes its users' activity by using several addresses and digital wallets. Because of their numerous addresses, these individuals resemble regular users in several ways. Finding a little deviation in these users' behavior is necessary to detect this kind of anomaly, also known as an in-disguise anomaly. Anomaly detection in earlier research was accomplished by the extraction of novel characteristics that depend on the user's digital wallets being connected. Nevertheless, the suggested approach makes use of collaborative anomaly detection. To improve the classification performance, more sophisticated feature extraction and temporal debiasing methods can be applied. Using our technique on more datasets will be helpful for research in the future.
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<table>
<thead>
<tr>
<th>Model Name</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.339</td>
<td>0.869</td>
<td>0.488</td>
<td>0.61</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.929</td>
<td>0.938</td>
<td>0.933</td>
<td>0.97</td>
</tr>
<tr>
<td>KNN Classifier</td>
<td>0.807</td>
<td>0.734</td>
<td>0.769</td>
<td>0.90</td>
</tr>
<tr>
<td>Ada Boost Classifier</td>
<td>0.899</td>
<td>0.893</td>
<td>0.896</td>
<td>0.96</td>
</tr>
<tr>
<td>XGB Classifier</td>
<td>0.946</td>
<td>0.964</td>
<td>0.955</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 2. Performance analysis
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