International Journal of Electrical and Computer Engineering (IJECE)
Vol. 14, No. 4, August 2024, pp. 4675~4685
ISSN: 2088-8708, DOI: 10.11591/ijece.v14i4.pp4675-4685 ad 4675

Student performance classification: a comparison of feature
selection methods based on online learning activities

Muhammad Aqif Hadi Alias, Mohd Azri Abdul Aziz, Najidah Hambali, Mohd Nasir Taib
School of Electrical Engineering, College of Engineering, Universiti Teknologi MARA (UiTM), Selangor, Malaysia

Article Info

ABSTRACT

Article history:

Received Oct 29, 2023
Revised Mar 3, 2024
Accepted May 18, 2024

Keywords:

Atrtificial neural network
Classification

Feature selection
Multi-layer perceptron
Student performance

The classification of student performance involves categorizing students'
performance using input data such as demographic information and
examination results. However, our study introduces a novel approach by
emphasizing students' online learning activities as a rich data source. To
avoid misinterpretation during the classification, we therefore presented a
study comparing several feature selection (FS) methods combined with
artificial neural network (ANN), for classifying students’ performance based
on their online learning activities. At first, we focused on tackling the issue
of missing values by implementing data cleaning using variance threshold.
feature selection techniques were implemented which encompass both filter-
based (information gain, chi-square, Pearson correlation) and wrapper-based,
sequential selection (forward and backward) techniques. In the classification
stage, multi-layer perceptron (MLP) was used with the default
hyperparameters and 5-fold cross-validation along with synthetic minority
oversampling technique (SMOTE) were also applied to each method. We
evaluated each feature selection method's performance using key metrics:
accuracy, precision, recall, and Fl-score. The outcomes highlighted
information gain and sequential selection (forward and backward) as the top-
performing methods, all achieving 100% accuracy. This research
underscores the potential of leveraging online learning activities for robust
student performance classification within the specified constraints.
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1. INTRODUCTION

In recent years, the performance of students in educational institutions has garnered increasing
attention. Undoubtedly, a substantial number of institutions have recognized this as a pivotal determinant in
enhancing both the overall quality of the institutions and the educational outcomes of their students [1]-[4].
Identifying students at risk early in the course allows for the implementation of timely interventions and
initiatives aimed at improving academic performance [5]-[11]. Consequently, in the pursuit of a deeper
comprehension of the learning process and the environmental factors influencing it, the field of educational
data mining has gained notable momentum. This discipline assumes a critical role in the classification of
students' academic achievements [12]-[17]. The term "educational data mining" pertains to the utilization of
data mining techniques to enhance the educational quality by identifying areas for improvement, identifying
students in need of additional support, and uncovering the various factors that impact student academic
success [18]. It is worth mentioning that, despite the widespread use of data mining in the commercial sector,
its integration into education is relatively recent [19].
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The foremost factor that significantly influences student performance is the quality of the acquired
data, which is pivotal for the efficient development of predictive models. Educational data mining is
primarily concerned with formulating algorithms capable of unveiling latent patterns within educational data,
a field that encompasses a multitude of student-related features requiring comprehensive analysis [20], [21].
However, a substantial portion of the gathered data is inherently intricate, encompassing unwanted features.
Without adequate data preprocessing, these unwanted elements may lead to model misinterpretations,
consequently undermining the accuracy of student performance predictions [22]. Hence, further research in
this domain promises to provide valuable insights for the enhancement of student performance. Such
endeavors entail a fresh examination of the features contributing to student performance and the development
of methodologies for effectively classifying student performance.

As acknowledged by researchers, the process of data preprocessing is deemed as a pivotal role in
enhancing data quality and bolstering the reliability of data mining algorithms [23]. Failure to undertake
effective data preprocessing may lead to erroneous conclusions, as raw data often contains unwanted features
and noise [22]. The research in [21] underscored the influence of gathered data and attributes on the quality
of data mining. One viable strategy within the data preprocessing phase is feature selection, which entails the
identification of the most relevant attributes while discarding undesired ones, thereby reducing data
dimensionality. To tackle the difficulty of an unbalanced multi-classification dataset, a data-level approach
based on oversampling and two feature selection methods, wrapper and filter, were employed as benchmarks
[24]. Notably, some researchers have advocated the integration of feature selection techniques along certain
classification algorithms to improve the predictive models [12], [22], [23], [25]-[27].

A filter-based technique is applied as a preprocessing step, utilizing statistical tests to assess the
correlation with the dependent variable. Its primary purpose is to identify and eliminate irrelevant features,
resulting in a dataset containing the most valuable feature columns based on their respective scores. One
notable advantage of this approach is its speed and minimal computational complexity since it does not
necessitate model training. Notably, researchers have employed various filter-based feature selection
methods, including information gain [21], [22], [26], [27] Correlation [28]-[30], and chi-square [22], [31].
The researchers [26], [32]-[35] adopted a filter-based approach known as information gain (IG) or mutual
information (MI), which employs statistical tests to identify the most significant features. Sixhaxa et al. [26]
specifically applied the MI feature selection technique to obtain the optimal feature set. This method
estimates entropy reduction by comparing the information gain of individual features with the information
gain of the dependent feature and selects the feature with the highest information gain. Studies in [33], [34]
discovered that IG performed better in signaling the relevant elements in each research after adopting feature
selection strategies. In [33], [34], IG emerged as a robust feature selection strategy that performed well with
certain classifiers. Notably, IG showed extraordinary efficacy, especially when combined with classifiers
such as artificial neural network (ANN) and decision tree (DT), as shown in [34]. Furthermore, when
combined with the random forest (RF) classifier, MI outperformed other approaches for detecting Internet
cheaters among students [33]. The study in question used MI to pick the top five features, exhibiting
improved compatibility and performance synergy with the RF classifier. The study also demonstrated the
adaptability of feature selection strategies by combining MI and analysis of variance (ANOVA), with each
method significantly contributing to the selection of 5 features from a pool of 13. The study in [24] found that
the unbalanced multi-class issue and the overfitting problem were major concerns when developing multi-
class prediction models for students' grade predictions. To address these concerns, an oversampling
methodology called as synthetic minority oversampling technique (SMOTE) was created, along with two
feature selection techniques, hamely WrapperSubsetEval, ClassifierSubsetEval, and 1G, which will be tested
with a variety of classification algorithms. The results of the suggested technique, coupled with six
classification algorithms, including DT (J48), naive Bayes (NB), K-nearest neighbors (KNN), support vector
machine (SVM), logistic regression (LR), and RF, revealed that all feature selection (FS) performed similarly
across all classifiers, with more than 90% of each measure. Based on the data, it appears that Wrapper
approaches are unnecessary since they require more computational complexity and processing capability.

The correlation-based feature selection technique is employed as a method for feature selection
without reliance on the final classification model. It assesses the strength of the linear relationship between
two variables, assigning values ranging from -1, indicating a strong negative correlation, to 1, indicating a
strong positive correlation, with 0 signifying no correlation. In pursuit of improved prediction accuracy,
Nidhi et al. [28] introduced a hybrid approach that incorporates correlation attribute evaluation (CAE),
ensemble learning, and seven distinct machine learning algorithms. In this context, the CAE was utilized to
execute the feature selection process, ultimately selecting only the top 10 features to assess the accuracy of
the classification algorithms. As per the experimental findings, classification algorithms constructed using a
heterogeneous combination of ensemble learning and the CAE demonstrated superior performance when
compared to methods employing ensemble learning without CAE. This performance enhancement can be

Int J Elec & Comp Eng, Vol. 14, No. 4, August 2024: 4675-4685



Int J Elec & Comp Eng ISSN: 2088-8708 a 4677

attributed to the integration of CAE in the feature selection process. In the study of college students' learning
behavior and its learning impact [29], the researchers employed a threshold value based on the dependence
value given by Pearson correlation. In this scenario, a 0.50 value was used to analyze the relationship
between learning behavior and its learning impact. Similarly, in research aimed at finding the bare minimum
of characteristics required for effective analysis [30], a threshold value of 0.7 was intentionally used. This
threshold functioned as a criterion for determining the connection between distinct aspects, making it easier
to identify and then exclude strongly associated features. By putting the criterion at 0.7, the study intended to
compress the feature set, eliminate redundancy, and improve the efficiency of following studies.

The chi-square method represents a prominent feature selection technique. This statistical test
evaluates the degree of disparity between observed values and expected outcomes, providing insights into the
predictor variable [36]. In their research, Hashemi et al. [22] observed that both the chi-square and 1G
algorithms exhibited superior performance, as determined through an analysis involving the Kappa statistic
and F-measure. In a different study, Trivedi et al. [37] conducted a statistical examination of the features,
specifically using the chi-square test to calculate p-values, thus establishing the significance levels of these
features. Furthermore, in a separate investigation [30], the chi-square test was applied alongside Pearson
correlation to assess feature significance. In this context, a reference p-value of 0.05 was employed to gauge the
features' significance, with values exceeding this threshold resulting in their exclusion from consideration.

Wrapper methods for feature selection rely on specific machine learning algorithms that are tailored
to a given dataset. These methods employ a greedy search strategy, systematically evaluating all potential
feature combinations based on predefined evaluation criteria. In a study by [12], a genetic algorithm (GA)
was employed. It was characterized by a binary representation of individual solutions, straightforward
crossover and mutation operators, and a proportional selection mechanism, all aimed at identifying the most
optimal feature combinations. Li et al. [38] utilized GA as a dimension reduction method to streamline
calculations and eliminate uncorrelated features. Their findings indicated that GA contributed to enhancing
the fitness of gene sequences, reducing data dimensionality from 7,070 to 3,579 and identifying 3,491
features as uncorrelated. Trivedi et al. [37] focused on predicting the intent of using social media in online
blended learning, a dataset initially containing 61 attributes underwent a reduction to 24 and subsequently 5
attributes. This feature reduction was achieved through the application of both a greedy technique and a
wrapper method, respectively. In [39], a research was conducted to assess the effectiveness of various feature
selection techniques on several classification algorithms using educational datasets. Three wrapper-based
feature selection approaches were implemented: sequential forward selection (SFS), sequential backward
selection (SBS), and differential evolution. Based on the prediction accuracy mean values, these three
approaches outperformed the other filter-based methods utilized in the study, with DE scoring the highest. In
[40], the greedy forward selection algorithm picked the fewest features from 15 features, but the other three
approaches, mMRMR, chi-square, and IG-ratio, selected 9,10, and 10 features, respectively. Using an ANN
classifier improved the performance of the Greedy forward selection method.

In summary, several feature selection techniques will be proposed in this paper by considering
previous studies which used several types of feature selection. The rest of this paper is organized as follows:
section 2 is for the methods used; section 3 discusses the results obtained from the experiment and section 4
concludes the whole process of this study.

2. METHOD

In this study, a comparison of several feature selection methods involving two types which are filter-
based and wrapper-based methods. Generally, both methods will be evaluated by using a machine learning
algorithm which is known as multi-layer perceptron (MLP). The data included 102 samples of programming
students who enrolled under the School of Electrical Engineering, College of Engineering, Universiti
Teknologi MARA (UiTM), Malaysia, where the input data was extracted from an online learning platform
which indicates the students’ online learning activities. Thus, in this study, we will observe the relationship
between online learning activities and students’ academic performance within the semester. The whole
process of this study is shown as in Figure 1.

2.1. Data preparation

Our proposed study was supposed to classify the data which contains three aspects of online
learning activities that need to be observed which are notes, exercises, and tutorials. The target variable,
grade, comprises of pass or fail for all students depending on their course grade point average (GPA). Our
dataset was generated over the course of one semester from electronic and electrical engineering students
enrolled in the programming course known as ECE431 at Universiti Teknologi MARA (UiTM), Malaysia.
Table 1 shows the information of students' online learning activities where Featurel-Feature5 indicates
students' access to online learning platform notes, Feature6-Feature9 represents students' attempts to
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complete online learning platform exercises, and Featurel0-Featurel2 reflects the patterns of students’
tutorial answers in online learning platform. The collected data contains about 102 samples which comprised
of electronic/electrical engineering students of the early semester for programming course. Thus, their online
learning activities were assessed based on the three categories implying to their efforts in achieving better
academic performance.

Data Preparation

Data Preprocessing

Modelling

Classification
results

Figure 1. Flowchart of the process

Table 1. Details of the online learning activities

Category Description Label
Notes Students” access to the notes before the class for the upcoming lesson begins Featurel
Students’ access to the notes after the class lesson has started Feature2
Students” access to the notes after the first class has ended Feature3
Students’ access to the notes after all classes have ended Feature4
Length of notes left by the students Feature5
Exercises Students do the exercise before the class for the upcoming lesson begins Feature6
Students do the exercise after the class lesson has started Feature7
Students do the exercise after the first class has ended Feature8
Students do the exercise after all classes have ended Feature9
Tutorials Students get 3 questions and above correct Feature10
Students answer all tutorial questions Featurell

Students get wrong answer for the questions before the questions of correct answer  Featurel2

2.2. Data preprocessing

This section is the main part of this study where feature selection techniques will be explored with
the intention to compare several methods in selecting the most significant features from the dataset. Two
methods known as filter-based (information gain, chi-square and correlation based) and wrapper-based
(Forward selection and Backward selection) feature selection methods were used where the performance of
both types are compared based on several evaluation metrics by using machine learning algorithm which is
MLP. Once relevant features are obtained from each method, a distinct subset of the data will be generated
for each method based on their selected features. This subset was then divided into training and testing sets
with a ratio of 80:20 respectively.

2.2.1. Information gain

It is a term used in decision tree algorithms, specifically in feature selection. It aids in determining a
feature's relevance or importance in categorizing or predicting a target variable. The entropy concept
underpins the 1G formula where it calculates entropy reduction by comparing each independent feature's
information gain to the information gain of the dependent feature and selecting the feature with the highest
information gain [26]:
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— Entropy (H(S)): Entropy quantifies the amount of impurity or disorder in a set of data. It is calculated in
the context of a dataset with many classes using (1).

H(S) = — X1 piloga (p) 1)

where n is the number of classes and p; is the proportion of samples in a certain class i
— Entropy of a feature (H(A)): The entropy of a feature A with regard to a target variable S is determined as
a weighted sum of the entropies of subsets formed by partitioning the data depending on feature A values

(2):

H(A) = Zv € values(A) 15| X H(Sv) (2)

ISl

where values(A) represents the set of all potential values for feature A4, |S,| denotes the number of
samples in which feature A has a value of v. |S| describes the total number of samples, and H(S,,) denotes
the entropy of the subset corresponding to value v of feature A.

— The reduction in entropy produced by dividing data based on a certain attribute is measured as
information gain (IG) as calculated in (3).

1G(A) = H(S) — H(A) 3)

where H(S) signifies the entropy of the initial dataset and H(A) represents the entropy of the dataset
following the split based on feature A.

2.2.2. Correlation-based

Pearson correlation feature selection is a method for determining the degree and direction of a linear
connection in a dataset between a feature and a target variable. It measures how much the target variable
changes when the feature changes. The Pearson correlation coefficient, indicated as r, has a value between -1
and 1, with -1 indicating a strong negative linear relationship, O indicating no linear relationship, and 1
indicating a perfect positive linear relationship. The Pearson correlation coefficient between a feature X and a
target variable Y is calculated as (4):

YR (X=X)(¥-Y)

Txy = - o -
J2i=1(xi-X> SR (V-T)

4)

where individual values of the feature and target variable are denoted by X; and Y;, respectively. X represents
the average value of the feature variable, while ¥ represents the average value of the target variable. n
represents the quantity of data points.

In employing Pearson correlation for feature selection, features exhibiting greater absolute values of
r (approaching 1 in either direction) are regarded as being more pertinent or significant for predicting the
target variable. Conversely, features with low correlation (near 0) are typically seen as less significant for the
given task. Both [29]-[30] used a threshold value based on the dependency value produced by Pearson
correlation which are 0.5 and 0.7 respectively. In this study, we will consider a value in between which is 0.6
as a new distinct value.

2.2.3. Chi-square

Chi-square (x?2) feature selection is a statistical method for identifying the most important features
in a dataset for classification tasks. In a categorical dataset, it assesses the independence between a feature
and the target variable. The Chi-square test determines how much the observed data distribution differs from
the predicted distribution, given that the features and the target variable are independent [36]. The chi-square
is calculated as in (5):

2
x?(x,y) = 30l ©)
ij
where 0;; denotes the observed frequency of occurrence for a certain combination of a feature category X

(category i) and a target variable category Y (category j) while E;; is the expected frequency assuming
independence calculated as (6):
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(total count of samples in category i for feature X)x(total count of samples in category j for target variableY) (6)
total count of samples

Larger x2 values suggest that the feature is strongly linked to the target variable, making it very useful for
predicting or categorizing.

2.2.4. Sequential selection
Sequential feature selection (SFS) is a technique used to choose a subset of features from a larger
feature set based on their relevance to a target variable. It entails analyzing several feature combinations and
choosing the optimum subset that optimizes a stated criterion, such as accuracy, in a machine learning model.
The goal is to utilize a search strategy (forward or backward) to efficiently explore the feature space, adding
or deleting features repeatedly and assessing the impact on model performance until the desired stopping
condition is reached.
a. Forward selection:
— Start with an empty set: Begin with no features selected.
— Choose a feature: Evaluate each feature separately and select the one that performs best based on a
certain criterion (for example, accuracy).
— Add the feature: Add the selected feature to the feature set.
— lterate: Repeat steps 2 and 3, considering the current set of selected features and evaluating the
addition of one more feature at a time until the desired number of features is reached.
— Stop criterion: Stop when you have the appropriate number of features or when the performance
improvement falls below a certain threshold.
b. Backward selection:
— Start with all features: Begin with all features in the set.
— Choose a feature to remove: Evaluate the model's performance with each feature and choose the one
that has the least influence on the specified criterion (e.g., accuracy) when eliminated.
— Remove the feature: Discard the selected feature from the set.
— lterate: Repeat steps 2 and 3 while reviewing the smaller set of features and evaluating the removal of
one more feature at a time until the required number of features is obtained.
— Stop criterion: Stop when you have the appropriate number of features or when the performance
improvement falls below a certain threshold.

2.3. Modelling

In this part, MLP is solely being used as the model for assessing the performance of both types of
feature selection methods. MLP, the most common feed-forward neural network, contains a minimum of
three layers or more, which comprises of input layer, hidden layer, and output layer as shown in Figure 2. It
works by sending data from the input layer to the neurons in the output layer. For the execution of the model,
we implemented the MLP using a Python-based software, namely Jupyter Notebook. Following dataset
preprocessing, which encompassed the selection of pertinent features through the utilization of five distinct
feature selection methods outlined in the preceding step, the chosen features from each method underwent
training with the MLP model which took into account both the prudent application of cross-validation, in this
case 5-fold was used, and the employment of synthetic over-sampling technique (SMOTE). This integration
aimed to fortify the model's robustness, demonstrating its efficacy in addressing the challenge of class
imbalance based on the target variable where SMOTE was adeptly employed to generate new synthetic
instances for the minority class, matching the number of instances in the majority class, across each fold.

The assessment of each feature selection combination, in conjunction with MLP, will be conducted
by evaluating metrics derived from the confusion matrix to ascertain their respective performances. Below
are several measurements used in evaluating the model:

True positive+True negative
Accuracy = L g @)
Total samples
.. True positive
Precision = P — (8)
True positive+False positive
True positive
Recall = i 9)

True positive+False negative

PrecisionxRecall
Fl—score=2 X ————— (10)
Precision+Recall
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Input Layer Hidden Layers Output Layer
X

Figure 2. Structure of MLP

3. RESULTS AND DISCUSSION

The experiment was conducted on online learning activities dataset obtained from the online
learning platform for ECE431 subject code at Universiti Teknologi MARA UiTM, Malaysia. The dataset
contains 102 samples of Electronic/Electrical Engineering students for the programming course of the early
semester. In order to avoid any misinformation and noise, data cleaning was done at the early phase of
classification whereby one feature (Feature5) was removed since it included no values at all. In the next
phase, several feature selection methods were employed as can be seen in Tables 2 and 3, which present the
tables of features’ importance for IG and Chi-square respectively, while Figure 3 displays the correlation
matrix indicating the correlation of each feature towards each other. The figure was used to discard those
features that show high correlations between the features. In the modelling part, we used MLP with the
default hyperparameters such as (hidden_layer_sizes =100, activation = ‘relu’) to classify the dataset with the
inclusion of 5 folds cross validation along with SMOTE which applied for each fold in the training set.
A higher value of folds used will consume more processing capacity and time complexity.

Table 2. Features’ importance for information gain Table 3. Features’ importance for chi-square
Features  Importance values Features  Importance values
Feature12 0.253611 Feature2 0.000077
Featurell 0.229787 Feature4 0.000082
Feature2 0.225398 Featurel2 0.000374
Feature10 0.078053 Feature3 0.003844
Feature6 0.023170 Feature9 0.062828
Feature4 0.001085 Featurel 0.113873
Featurel 0 Featurell 0.292479
Feature3 0 Feature6 0.470298
Feature7 0 Feature10 0.492987
Feature8 0 Feature7 0.781754
Feature9 0 Feature8 0.935113

3.1. Filter-based feature selection

The values displayed in Table 2 provide valuable insights into the extent of each feature's influence
on the target variable. The values, ranging from 0 to 0.253611, signify the degree of dependence of a feature
in predicting the target variable. A lower value indicates a reduced level of influence or relevance of that
particular feature in determining the outcome. Certain attributes have modest relevance values, suggesting
that they have little influence on the target variable. Features 1, 3, 7, 8, and 9, which concern students' access
to notes and involvement in activities, all have significance levels of zero. This suggests that these qualities
are fundamentally independent of the objective variable, therefore including them in the analysis may not add
significantly to forecasting the outcome. This focused selection of relevant features is crucial in optimizing
model performance and enhancing the efficiency of the analysis.

Applying the chi-square method introduced a statistical aspect into our analysis. By considering p-
values, a key determinant of statistical significance, we could evaluate the dependency of each feature on the
target variable. We had set a standard p-value threshold of 0.05, a widely recognized level of significance, to
categorize features accordingly. Upon reviewing Table 3, it became evident that seven features (Feature 1, 6,
7, 8,9, 10, and 11) crossed this critical p-value threshold which indicates less influence. Features exceeding
the threshold were discarded from the original dataset so that only relevant features will be used by creating a
new subset of data. Hence, by having a new subset of data, including only the relevant features, it will
somehow aid in enhancing the model’s performance.
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The Pearson correlation technique involved a meticulous review of the correlation matrix illustrated
in Figure 3. Here, any values surpassing the established threshold of 0.6 were regarded as exhibiting
significant correlation with other features. Consequently, four features (specifically, Feature 6, 7, 8, and 9)
were removed due to their pronounced correlations with other features, highlighting redundancy in their

inclusion. As a result, the remaining features indicating the most independent features will be trained in the
next stage as another subset of data.

=10
Featurel - 0.0 021 -0.053G8N 0.03 0.1 0.072-0.0540.06

Feature2 JeRiw 045 00 05 0046 027 -0.006
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IEEITEGE 064 0039 0084 0079 f 0 30073 0.067 0.027
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s
s
Figure 3. Correlation matrix for Pearson correlation method

3.2. Wrapper-based feature selection

Figures 4 and 5 illustrate the outcomes of forward and backward feature selection, showcasing the
accuracy associated with varying numbers of features. In Figure 4, the model's accuracy remained
consistently at 100% when utilizing 1 to 6 features. On the other hand, Figure 5 demonstrated the results of
backward feature selection, revealing 100% accuracy with the first 5 features, which slightly diminished to
99.9% accuracy with the inclusion of 6 features used. A noticeable decline pattern in accuracy was depicted
in both tables for more features used. However, backward feature selection showcased a more favorable
overall performance, with the lowest accuracy stabilizing at 95% for more than 8 features utilized.

Forward selection Backward selection

100 100
098 0.99
0.96 098

g y

S 094 g 097

E E
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086 093
1 2 3 4 5 6 7 B 9 10 1 1 2

Number of Features Number of Features

Figure 4. Graph for forward feature selection Figure 5. Graph for backward feature selection
performance performance
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3.3. Selected features and model evaluation

In Table 4, each feature selection method comes along with the selected features whereby it was
generated during data preprocessing stage. In terms of the number of selected features, Chi-square had the
least number of features which was 4 features while the highest was 7 features selected by the Pearson
correlation method. In general, a discernment of the most pivotal features can be gleaned from prioritizing the
methods exhibiting the highest performance. Notably, Feature 1, 2, 4, 6, 11, and 12 consistently emerged as
the prominently selected features. Among these, Feature 1 to 4 primarily pertain to students' accessibility to
course materials, Feature 6 highlights students' proactive engagement with exercises preceding forthcoming
lessons, and Feature 11 to 12 shed light on students' answers pattern on tutorial questions.

Based on Table 5, the model with both wrapper methods, which are forward selection and backward
selection had accurately predicted the testing dataset with 100% accuracy. As for the filter-based methods, 1G
significantly topped the chart with 100% accuracy, followed by Chi-square and Pearson correlation with the
same accuracy of 95.24%.

Table 4. Selected features based on several feature selection methods

Methods Selected features
Information gain 2,4,6,10,11,12
Chi-square 2,34,12
Pearson correlation  1,2,3,4,10,11,12
SFS 1,6,8,10,11,12
SBS 1,6,8,9,11,12

Table 5. Model’s performance for five feature selection methods
Accuracy (%)  Precision (%) Recall (%) Fl1-score (%)

Information gain 100 100 100 100
Chi-square 95.24 95.24 100 97.56
Pearson correlation 95.24 95.24 100 97.56

SFS (Forward) 100 100 100 100

SBS (Backward) 100 100 100 100

4. CONCLUSION

This paper undertook a comparative analysis of various feature selection techniques to unveil their
effectiveness in classifying students' performance. It has been demonstrated that feature selection is critical in
determining the most important features while also minimizing computing time complexity in classification.
The results indicated that information gain, along with both forward and backward selection, wielded
substantial influence in the classification of student performance where the three methods’ performance
recorded 100% for all evaluation metrics including Accuracy, Precision, Recall and F1-score. Substantially,
information gain took less computation time whereas both wrapper methods took much longer in computing
the tasks given. The study also highlighted the relevance of utilizing online learning activities as a dataset, as
the selected features encompassed categories like notes, exercises, and tutorials. Moving forward, we posit
that this research could be further explored from different perspectives, including the implementation of these
techniques with diverse sets of algorithms.
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