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ABSTRACT

Nowadays, enterprises are required to take the uncertainty of the environment as decisive factor of success. For this reason, Enterprises should be prepared up-stream to react dynamically to the turbulent context. Considering that enterprise architecture is a tool drawing a blueprint that gives a holistic view of the enterprise, this blueprint should be able to represent this awareness to context and implements the techniques and mechanisms to react in a dynamic manner depending on the triggers of change. In this paper, the proposed model stipulates a “context-awareness” that monitors the internal and external context, and then adapt its reaction in alignment with the prefixed goals. The operationalization of our conception is realized through the monitor-analyze-plan-execute-knowledge (MAPE-K) loop, the case-based reasoning and machine learning techniques organized and orchestrated through a global algorithm of 6 main functions to monitor, compare, analyze, plan, execute and enrich the knowledge base. The results are verified in the light of a case study that demonstrates the applicability of our proposed model.
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1. INTRODUCTION

Adapting to change and seizing emerging opportunities is crucial for the success of modern enterprises. As a result, researchers and practitioners have been developing methods, techniques, and decision-making tools that facilitate quick adaptation and response to changing circumstances. According to [1], by 2025, practitioners and researchers expect that enterprise architecture (EA) will be a well-established field that can demonstrate its ability to face the challenges of tomorrow. Therefore, the new model of EA must be able to manage deviations in working routines to avoid any inadequacies in the organization's performance due to expected or unexpected changes. The model's adaptability depends on understanding unexpected events [2]. Our research focuses on developing a dynamic enterprise architecture that meets the requirements of the current environment, characterized by its increased dynamism and perpetual evolution, while ensuring dynamic and continuous integration with its ecosystem.

Building on the valuable insights gained from our previous research works, where we exposed a comprehensive exploration of the three-layer pattern, inspired by Dynamico [3], a fundamental structure based on monitor-analyze-plan-execute-knowledge (MAPE-K) loop, control theory, and machine learning techniques that serve as the cornerstone for an organized, durable, and adaptive enterprise architecture behind the uncertainty of the internal and external environment. The three-layer pattern consists of the goal, adaptation, and monitoring layer. The goal layer serves as the guiding beacon for enterprise-wide strategic
objectives, steering the enterprise towards its overarching mission. The adaptation layer facilitates the identification and application of past successful cases, enabling dynamic decision-making grounded in empirical evidence. Meanwhile, the monitoring layer with the power of MAPE-K ensures real-time feedback and continuous alignment with the changing business landscape, driving timely adaptations.

Our paper focuses on the development of a dynamic enterprise architecture that meets the requirements of the current environment characterized by perpetual evolution and increased dynamism. We propose an approach that ensures dynamics in enterprise architecture by promoting self-adaptation, inspired by the well-known loop in autonomic computing MAPE-K [4]. It involves a set of algorithms aimed at monitoring the internal and external environment of the enterprise architecture and ensuring its processing via stages: analysis, comparison with the existing one, planning, execution, and ultimately, enrichment of the knowledge base. Based on machine learning techniques, our proposed model ensures continuous integration with the ecosystem and drives strategic decision-making, promoting continuous development to reach high-level goals [5].

Our paper consists of 7 sections. In section 2, we present related works that deal with dynamic enterprise architectures and our fundamental theoretical concepts, MAPE-K and case-based reasoning (CBR). In section 3, we explain the research methods we used in our paper. In section 4, we present our proposed model to dynamic enterprise architecture. To validate the effectiveness of our approach, we present a use case that focuses on “dynamic business continuity planning during a pandemic disease like COVID-19” in the section 5 “experiment”. This use case illustrates how enterprises can quickly adapt their operations to ensure business continuity amidst unprecedented challenges. In section 6, we discuss and analyze our finding and proposed model and evaluate it in comparison with related works. In the final section, we conclude with a summary of our main findings and future perspectives.

2. RELATED WORKS

2.1. Dynamic enterprise architecture

The English dictionary oxford learners defines dynamic as a property (of a system, process, or relationship) that is always changing and progressing. It is the inverse of static and is extensively investigated in fields including sociology, bacteriology, mechanics, statistics, geophysics and hydrology. Because dynamic is still a difficult paradigm [6], we attempted to investigate various aspects of dynamics in enterprise architecture in our earlier study [7]. As observed, the dynamic aspect of enterprise architecture varies in accordance with the decomposition prism used: dynamic capabilities view, viewpoint view (with the Zachman meaning), service view, dynamic design layer view and agility-centric view. This dynamic characteristic pervades all scales (holistic, dynamic components, inter-enterprise, intra-enterprise), and during the EA’s several action phases (analyzing, modeling, designing, planning, implementation, and measurement). The benefits of each of the precited approaches/studies vary between the consistency of the static element's stability and the flexibility and agility of the dynamic aspect in EA. Explanatory studies aid in the development of an improved comprehension of complicated EA reality for trustworthy representation, as well as a deeper comprehension of dynamic capabilities of EA for organizational benefits. We categorized the six studied approach on: dynamic service-oriented approach, dynamic pattern-oriented approach, dynamic capabilities-oriented approach, chaos theory approach, and agility centric approach [7]. In our works, we attempted to create a model as accurate as possible, to gather the largest number of benefits presented in previous work.

2.2. Case-based reasoning

According to Leake [8], CBR is a reasoning by remembering method. It is a technology-independent process employed by humans and simulated in information systems [9]. CBR is defined [10] as both the ways individuals use cases to solve problems and the methods, we can teach machines to use. CBR can use specialized knowledge gathered from previously solved concrete problem scenarios (cases) to draw on. Finding a similar previous example and applying the solution to the new problem circumstance solves the new problem [11]. As previously stated, the case-based reasoning life cycle consists of the following steps: i) Using a similarity algorithm, extract the most similar instance(s) from the case base, which comprises earlier cases, based on the description of the present scenario provided as query; ii) Adapt the retrieved lesson to the new scenario, which becomes part of a new case; repurpose the lesson from the retrieved case(s) as the proposed remedy for the new predicament; and iii) Revise the new case after analyzing it in the new situation.

CBR has also been used for EA management in several recent works. For example, Zhang et al. [12] proposes a CBR-based approach for selecting EA patterns in the context of digital transformation [13] proposes a CBR-based approach for recommending EA changes to improve the security of enterprise architectures [14] proposes a CBR-based approach for managing the complexity of enterprise architectures.
These works demonstrate the potential of CBR for improving the efficiency and effectiveness of EA management.

2.2.1. Monitor-analyze-plan-execute-knowledge feedback loop

This research focuses on architecture-based self-adaptive systems [15]–[17]. A self-adaptive system consists of a managed system that is controllable and adaptable, as well as the management system that accomplishes the managed system's adaptations. The managed system functions in an uncontrollable environment. The management system implements a feedback loop that includes four critical functions: MAPE-K, or MAPE in short, stands for monitor, analyze, plan then execute that shares knowledge [18]. The monitor keeps track of the system to manage and its environment, and it keeps the knowledge up to current. The analyzer evaluates the requirement for adaptation using current knowledge, which may include rigorous analysis techniques [19]–[21] or simulations of runtime models [22]. If adaptation is required, such analysis could utilize rigorous procedures to give assurances for the controlled system. These alternate configurations are known as adaptation choices. The planner then chooses the optimal alternative based on the adaptation goals and creates a plan to transition the system from its present configuration to the new configuration. Finally, the plan's adaptation activities are carried out by the executor. It is vital to note that MAPE gives a reference model that outlines the fundamental operations of a managing system and their relationships. A real use case architecture connects functions to the components, this relationship could be one-to-one or any other mapping, such as mapping the analytical and planning functions to a single integrated decision-making component. In recent years, there has been growing interest in using the MAPE-K loop for EA management. For example, Zhu et al. [23] proposes a MAPE-K-based approach for managing the self-adaptability of EA models. Liu et al. [24] proposes a MAPE-K-based approach for managing the deployment and maintenance of EA solutions in a cloud environment. Wang et al. [25] proposes a MAPE-K-based approach for managing the evolution of EA models in a DevOps environment. These works demonstrate the potential of the MAPE-K loop for improving the agility and adaptability of enterprise architectures.

3. RESEARCH METHOD

We used the information systems design science methodology in our study. When conducting research in information science, a variety of strategies, concepts, techniques, and perspectives—including interpretative, critical, and complementary ones—are referred to as design science [26]. To advance both the state of practice and the body of research knowledge currently in existence, the design science technique is frequently used to develop and assess an artifact and/or a design theory [27]. We used Peffer et al. design science research methodology (DSRM) process model [28] to organize our research endeavor. Six main actions make up this sequential process model: problem identification and motivation, solution objectives formulation, design and development, demonstration, evaluation, and communication, as shown in Figure 1.

![Figure 1. The process model of DSRM [28]](image_url)

The process of solving a research problem involves several steps. The first step is to identify the problem and explain why it is important to solve it. The second step is to determine the objectives of the
solution based on the problem specification. These objectives can be either quantitative or qualitative. The third step is to design and develop an artifact that can be a construct, model, method, or instantiation. This requires a good understanding of the theory that can be used to find a solution. The fourth step is to demonstrate the efficacy and efficiency of the artifact by using it to solve the problem. This can be done through simulations, proofs, case studies, or experimentation. The fifth step is to evaluate the created artifact by observing and measuring its effectiveness in solving the problem. This requires knowledge of relevant metrics and analysis techniques. The final step is to communicate the problem, the artifact, and its effectiveness to technical audiences and researchers for better comprehension and evaluation. Having defined and formulated the problem of our research paper, we proceed with the following:

a. Objectives and solution: The objective was to develop a solution that will identify any new trigger of change, compare it with the existing cases in the knowledge base, analyze it, calculate the similarity, and then propose a new plan based on the existing cases or/and the experts’ recommendations, and finally execute it and enrich the knowledge base with the new information.

b. Design and development: The solution we proposed was a model based on a 6-steps algorithm. Combining the MAPE-K feedback loop and the CBR algorithm.

c. Demonstration and evaluation: We tested the applicability of our model with a use case of dynamic business continuity planning during a pandemic diseases like coronavirus disease (COVID-19).

d. Communication: the communication is via publishing our results in our previous participations in conferences and papers.

4. PROPOSED MODEL

This section delves into the core of the proposed model, unveiling its macro-architecture in subsection 4.1. Subsequently, sub-sections 4.2 to 4.7 detail the six crucial steps of the process: monitoring, comparing, analyzing, planning, acting, and ultimately, updating the knowledge base. This comprehensive breakdown seeks providing a clear understanding of the model’s inner workings and its systematic approach to achieve its objectives.

4.1. Macro-architecture of the proposed model

Building upon our prior research exploring essential criteria for a dynamic enterprise architecture model, we present a macro-architecture in Figure 2 that adheres to the main architectural principles [29]: flexibility, agility, expressiveness, extensibility, modularity and reuse, durability and prediction, context awareness, and intelligent reaction. This architecture leverages lived experiences, feedback, experiments, simulations, and expert opinions to ensure continuous adaptation and responsiveness to evolving needs. The proposed macro-architecture represents an encapsulation of theoretical foundations and practical insights, positioning it as an adaptive model for dynamic enterprise architecture.

![Figure 2. The macro-architecture of the proposed model](image-url)
It is a process composed of six steps, as presented in Figure 3, and translated to an algorithm with six essential functions: monitor, compare, analyze, plan, act, and finally update the knowledge base. The six steps combine the two main concepts: MAPE-k loop and case-based reasoning steps. Then, the global algorithm \textit{DynamicEA\_MAPEK\_CBR}() is presented with the six main functions.

![Figure 3. The 6-steps proposed process](image)

**Algorithm 1. DynamicEA\_MAPEK\_CBR():**

1: context\_data \(\leftarrow\) monitor()
2: similar\_cases \(\leftarrow\) retrieve\_similar\_cases(context\_data)
3: analyzed\_cases \(\leftarrow\) analyze\_cases(similar\_cases, context\_data)
4: adaptation\_actions \(\leftarrow\) plan\_actions(analyzed\_cases, context\_data)
5: execute\_actions(adaptation\_actions)
6: update\_knowledge\_base(analyzed\_cases)

### 4.2. Monitoring

This sub-section focuses on the critical element of monitoring both internal and external contexts. To effectively achieve this, we propose an algorithm that leverages machine learning techniques. This approach enables the dynamic model to stay abreast of evolving internal and external factors, ensuring its continuous alignment with the ever-changing business landscape. By integrating machine learning algorithms into the monitoring process, the model gains valuable insights into the dynamic environment, paving the way for proactive responses and informed decision-making. The proposed algorithm is presented below:

**Algorithm 2. monitor()**

1: Result: context\_data
2: \#Initialize a data structure to store context data
3: context\_data \(\leftarrow\) empty\_data\_structure
4: for \(i\leftarrow 0\) to \(i<\) List\_type\_context\_data.Length - 1
5: \hspace{1em}context\_type\_data() \(\leftarrow\) get\_type\_context\_data
6: \hspace{1em}context\_data.add(context\_type\_data)
7: end for

The objective of this algorithm \textit{monitor()} is to get the contextual data for each of the types of predefined and stored contexts as a dynamic list. The output is a data structure of the contextual data collected. For example we can have the above functions to constitute our context data: \textit{get\_business\_process\_data()}, \textit{get\_environmental\_data()}, \textit{get\_techno\_infrastructure\_data()}, \textit{get\_operational\_metrics\_data()}, … The implementation of the \textit{get\_context\_type\_data()} function, can be carried out via interactions with Application programming interface (APIs), data sources, databases and other business systems, or even from unstructured data (newspapers and twitter) to collect relevant information for the data context. For each type of \textit{context\_data}, the implementation of its getter function will differ, with a data quality mechanism to ensure the quality of the data collected, considering that it is the entry point of our system and the basis of the entire chain of decision, analysis, and adaptation in our dynamic enterprise architecture.

Machine learning (ML) techniques are useful in this case, to better train our model to intercept data and subsequently map it with our ontology "formalism understood, agreed and interpreted by our system". Natural language processing (NLP) may also be relevant for the use case of interception of data from unstructured sources. The next example, is for the function \textit{get\_business\_process\_data()} using NLP techniques to map the result of an unstructured data with a predefined ontology:

### 4.3. Comparing

The second step of the proposed process is to compare the collected contextual data to the previous cases stored in the knowledge base. This algorithm \textit{compare()}, retrieves similar cases by taking as input the
context_data: the result of the monitoring algorithm, and returns a list of similar cases. This algorithm is based on two main functions: get_control_signals() and calculate_similarities().

Algorithm 2.1. get_business_process_data()
1: Result: ontology_mapping
2: # Step 1: Retrieve unstructured text data from your data source
3: raw_text_data ← retrieve_unstructured_text_data()
4: # Step 2: Preprocess the raw text data (e.g., tokenization,
5: stopwords removal, stemming)
6: preprocessed_data ← preprocess_text_data(raw_text_data)
7: # Step 3: Use NLP techniques to extract relevant information
8: extracted_information ← extract_info_with_nlp(preprocessed_data)
9: # Step 4: Use ML classifier to categorize the extracted information
10: ml_model ← train_ml_model(training_data)
11: categorized_data ← classify_with_ml_model(extracted_information, ml_model)
12: # Step 5: Map categorized data to ontology classes
13: ontology_mapping ← map_to_ontology_classes(categorized_data)

Algorithm 3. compare(context_data)
1: Result: similar_cases
2: # Initialize an empty list to store similar cases
3: similar_cases ← EMPTY_LIST
4: # Get control signals from the current context
5: control_signals ← get_control_signals(context_data)
6: for each case in case_base:
7:     similarity_score ← calculate_similarity(case, context_data, control_signals)
8:     if similarity_score >= similarity_threshold then
9:         # Apply a threshold to filter relevant cases
10:            similar_cases.ADD(case)
11:     end if
12: end for

For the details of the two main functions: get_control_signals(context_data)

Algorithm 3.1. get_control_signals(context_data)
1: Result: control_signals
2: # Initialize an empty dictionary to store control signals
3: control_signals ← EMPTY_DICT
4: # Retrieve and calculate the control signals based on the current context data
5: control_signals["urgency"] ← calculate_urgency(context_data);
6: control_signals["resource_availability"] ← calculate_resource_availability(context_data);
7: control_signals["priority_level"] ← calculate_priority_level(context_data);
8: # more control signals could be added based depending on the specific use case

It is worthwhile to mention that in the context of our dynamic enterprise architecture, sensitive to its internal and external context, control signals represent dynamic factors that influence decision-making and the adaptation of the enterprise. These signals help to understand the current internal state of the company as well as its external environment to make informed decisions. Table 1 presents some examples of control signals for enterprise architecture:

For the second function of calculating similarities:

This algorithm is an implementation of the mathematical function already presented in our paper [30] for calculating similarities, where we considered the vectorial representation (n attribute for each case):
- A (a1, a2, a3, ..., an): input case knowledge (new problem),
- B (b1, b2, b3, ..., bn): an existing case problem in the case base,
- W(w1, w2, ..., wn): is weight coefficient that comes from the calculation of the impact of control signals.

\[ 0 \leq wi \leq 1 \text{ with } (i = 1, 2, 3, ..., n) \text{ and } \sum wi = 1 \]

- \( Sim(ai, bi) \): represents a function of similarity between the \( i^{th} \) attribute of \( B \) and the \( i^{th} \) attribute of \( A \) with real number value in interval (0,1).

Assuming that each of the attribute is given the weight \( wi \), the similarity degree between the input case and the targeted case is given by \( Sim(A, B) \), which is formulated by:

\[ Sim(A, B) = \sum wi \times Sim(ai, bi) \]
Table 1. Classification of context sensitive control signals

<table>
<thead>
<tr>
<th>Type of context sensitive Control signals</th>
<th>Examples of context sensitive Control signals per type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal Performance metrics</td>
<td>Resource usage</td>
</tr>
<tr>
<td>Capacity constraints</td>
<td>Market trend</td>
</tr>
<tr>
<td>Operational risks</td>
<td>Legislative change</td>
</tr>
<tr>
<td>Economic indicators</td>
<td>Economic factors</td>
</tr>
<tr>
<td>Socio-economic factors</td>
<td>Political factors</td>
</tr>
<tr>
<td>Technological advancement</td>
<td>Environmental factors</td>
</tr>
<tr>
<td>External Governmental factors</td>
<td>Legislative change</td>
</tr>
<tr>
<td>Legislative change</td>
<td>Economic indicators</td>
</tr>
<tr>
<td>Socio-economic factors</td>
<td>Environmental factors</td>
</tr>
<tr>
<td>Socio-cultural factors</td>
<td>Political factors</td>
</tr>
<tr>
<td>Technological advancement</td>
<td>Partnership opportunities</td>
</tr>
</tbody>
</table>

Algorithm 3.2. calculate_similarity (case, context_data, control_signals)

```python
1: Result: total_similarity_score
2: total_similarity_score ← 0
3: # Step 1: Calculate similarity scores for each attribute in the case
4: for each attribute in case:
5:     if attribute in context_data then
6:         similarity_score ← calculate_attribute_similarity(attribute_value_in_case, context_data.get(attribute))
7:         total_similarity_score ← total_similarity_score + similarity_score
8:     end if
9: end for
10: # Step 2: Adjust similarity based on control signals
11: for each control_signal in control_signals:
12:     if control_signal in case then
13:         control_signal_weight ← calculate_control_signal_weight(control_signals.get(control_signal))
14:         total_similarity_score ← total_similarity_score * control_signal_weight
15:     end if
16: end for
```

4.4. Analyzing

The third step is about analyzing the similar cases. The proposed algorithm is to analyze the retrieved similar cases and current context to identify patterns, trends, and potential solutions. Then, the detail of the algorithm:

Algorithm 4, "analyze", is a process that evaluates the relevance of a set of "similar_cases" based on contextual information provided by "context_data." Its goal is to determine the suitability of these cases within the current context. The primary outcome of this algorithm is a list called "analyzed_cases_result," which will contain information about the relevance of each case. To achieve this, the algorithm follows the steps mentioned below:

a. Initialization: Start by initializing an empty list called "analyzed_cases_result".
b. Empty cases handling: If there are no "similar_cases" available (i.e., the "similar_cases" list is empty), the algorithm returns an empty list, indicating that there's nothing to analyze in this context.
c. Iterating over similar cases: For each "case" within the "similar_cases" list, the algorithm proceeds with the following steps:
   - Case relevance evaluation: The algorithm calculates a "relevance_score" for the current case by invoking the "analyze_case_relevance" function. This score reflects how well the case aligns with the context provided in "context_data." The exact calculation method for this relevance score is not detailed in this algorithm but is delegated to the "analyze_case_relevance" function.
   - Storing analyzed case information: The "analyzed_case" object is created to hold both the case itself and its associated "relevance_score". This information is stored as a dictionary in the "analyzed_cases_result" list.
   - Updating the result list: The "analyzed_case" is added to the "analyzed_cases_result" list for further processing.
d. Completion: Once all similar cases have been analyzed, and their relevance scores have been determined, the algorithm returns the "analyzed_cases_result" list. This list contains information about the relevance of each case in the context.
The algorithm references an external function called \textit{"analyze\_case\_relevance"} (defined elsewhere) for calculating the relevance score of a given case based on the provided \textit{"monitor\_data"} and other context-related information. The specific implementation of this function may involve methods like similarity metrics, context evaluation, or other relevant calculations.

Algorithm 4 serves as a fundamental step in determining the contextual relevance of cases, which is crucial for various decision-making processes, such as case-based reasoning systems, recommendation engines, or context-aware applications. The specific logic for assessing relevance is encapsulated within the \textit{"analyze\_case\_relevance"} function, enabling flexibility and adaptability to different contexts and domains. This allows the algorithm to effectively assess the relevance of cases across various scenarios, paving the way for informed decision-making.

**Algorithm 4. Analyze (similar\_cases, context\_data):**

1: Result: analyzed\_cases\_result
2: # Initialize a list to store the analyzed cases
3: analyzed\_cases\_result = []
4: # Return an empty list when no similar cases are available
5: if is\_empty(similar\_cases) then
6:   return analyzed\_cases\_result
7: end if
8: for case in similar\_cases:
9:   # Analyze - Evaluate the relevance of each case based on context
10:   relevance\_score = analyze\_case\_relevance(case, monitor\_data)
11:   # Store the relevance score and the case for further processing
12:   analyzed\_case = {'case': case, 'relevance\_score': relevance\_score}
13:   analyzed\_cases\_result.append(analyzed\_case)
14: end for
15: return analyzed\_cases\_result
16: # Define a function to analyze the relevance of a case based on context
17: function analyze\_case\_relevance(case, monitor\_data):
18: # The implementation to calculate the relevance of the case based on context data
19: # Consider using similarity metrics and context evaluation
20: # Return a relevance score indicating the case's suitability for the current context
21: end

4.5. Planning

In this step of planning, the used algorithm is the \textit{plan\_actions(analyzed\_cases, context\_data)}. This 5\textsuperscript{th} Algorithm is a critical component for enterprise architecture (EA) evaluation and adaptation. It provides a systematic approach to recommend and select actions based on relevant cases and contextual data analysis. The algorithm efficiently sifts through a list of analyzed cases and recommends actions based on the analysis. This process streamlines decision-making, which is necessary in a dynamic and complex environment. It is a well-structured algorithm to handle scenarios where no recommended actions are available or when none of the analyzed cases yield suitable recommendations. The inclusion of \textit{"take\_default\_actions\_or\_handling()"} ensures that there's a backup plan or default action strategy in place, a vital feature for maintaining the stability of the EA. This algorithm ensures contextual evaluation, actually, the step to evaluate the recommended actions based on context data, control signals, or other criteria is a critical aspect of the algorithm. It reflects the ability of the EA to make informed decisions that align with the current context. This feature is crucial for ensuring the adaptiveness and context-awareness of the architecture.

- Structured approach: The algorithm's clear structure and use of conditional statements make it highly comprehensible and maintainable. It adheres to good coding practices and facilitates easy troubleshooting and further development.
- Adaptability: The algorithm's adaptability is apparent in its ability to select actions based on the evaluation process. This adaptability is an essential feature for the EA's capability to respond to changing circumstances and fulfill its objectives effectively.
- User-centered approach: The algorithm considers the possibility of no suitable recommendations, which could arise in real-world scenarios. By providing a mechanism to handle such situations, it maintains a user-centered approach to EA. It ensures that the architecture can handle exceptions and respond in a way that serves the organization's best interests.

In summary, Algorithm 5: \textit{plan\_actions} is a valuable component of EA evaluation and adaptation. It offers a systematic approach to recommend, evaluate, and select actions, promoting a responsive and adaptable EA. Its error-handling capabilities and user-centered approach ensure the reliability and robustness of the architecture in the face of dynamic challenges and changing contexts.
Algorithm 5. plan_actions(analyzed_cases, context_data)
1: # Initialize: selected_actions
2: recommended_actions ← EMPTY_LIST
3: for each analyzed_case in analyzed_cases:
4:     recommended_action ← retrieve_recommended_action(analyzed_case)
5:     if recommended_action is not NULL then
6:         recommended_actions.append(recommended_action)
7:     end if
8: end for
9: if recommended_actions is not EMPTY then
10:     selected_actions ← evaluate_actions(recommended_actions, context_data)
11:     return selected_actions
12: else:
13:     take_default_actions_or_handling()
14:     return default_actions
15: end if

4.6. Acting

The provided algorithm is a crucial step in the EA process, where adaptation actions are executed. The algorithm plays an essential role in making sure that the EA can remain responsive and adaptable to changes in its environment. It is important to mention some comments on the algorithm:

- Efficient execution: The algorithm efficiently iterates through a list of adaptation actions and executes each one sequentially. This approach allows for systematic and controlled adaptation, which is crucial for maintaining the integrity of the EA.

- Error handling: The algorithm provides optional steps for verifying the successful execution of actions and handling errors or exceptions. This robust error-handling mechanism is essential in ensuring that the EA can respond gracefully to unexpected issues during execution.

- Control signal and context data updates: The optional steps to update control signals and context data based on the executed actions are noteworthy. These updates can have a profound impact on the adaptiveness and context-awareness of the EA. By incorporating these steps, the algorithm ensures that the architecture is well-informed and can adapt proactively.

- Triggering further actions: The algorithm’s optional step to trigger further actions or processes based on the executed actions adds another layer of sophistication. This ability to initiate subsequent actions based on the results of previous actions reflects a dynamic and responsive approach to EA.

- Result reporting: The final step of returning or notifying the execution result is crucial for feedback and accountability. It allows for tracking the success and outcomes of the adaptation process, which is essential for organizational learning and improvement.

Overall, Algorithm 6 embodies the essence of a dynamic and context-aware enterprise architecture. It not only executes actions but also provides mechanisms for error handling, data updates, and proactive response. In the ever-changing landscape of modern organizations, such an algorithm is invaluable for ensuring that the architecture remains in sync with the evolving needs and challenges of the business.

Algorithm 6. execute_actions (adaptation_actions)
1: Result: selected_actions
2: for each action in adaptation_actions:
3:     EXECUTE action
4: # Optionally, verify the successful execution of actions and handle any errors or exceptions
5: # Optionally, update control signals and context data based on the executed actions
6: # Optionally, trigger further actions or processes based on the executed actions
7: # Return or notify the result of the action execution process
8: end for
9: return_or_notify_execution_result()
new information from a set of "analyzed_cases". It goes through each case, evaluates its outcome, and if a valid outcome exists, it updates the knowledge base with the analyzed case and its corresponding outcome. This algorithm plays a crucial role in maintaining and refining the knowledge base, enabling it to become more accurate and comprehensive over time. By systematically integrating new data, it allows the knowledge base to evolve and adapt to changing circumstances, which is essential for decision support systems, machine learning, or any application that relies on a knowledge base for informed decision-making. While this algorithm demonstrates a basic structure for updating a knowledge base, it does not specify the exact implementation of the "UPDATE knowledge_base WITH" function, which may vary depending on the underlying system or database being used. It also assumes that the "get_case_outcome" function retrieves the outcome of each case accurately. The reliability and effectiveness of this algorithm depend on the quality of the analyzed cases, the accuracy of the outcome retrieval process, and the soundness of the knowledge base update mechanism. Proper error handling and data validation are crucial for robust operation.

Algorithm 7. update_knowledge_base(analyzed_cases)
1: Result: knowledge_base
2: for each analyzed_case in analyzed_cases:
3:    case_outcome ← get_case_outcome(analyzed_case)
4:    # Retrieve the outcome of the analyzed case
5:    if case_outcome is not NULL then:
6:        UPDATE knowledge_base WITH (analyzed_case, case_outcome)
7:    end if
8: end for

5. EXPERIMENT

In this section, a use case is presented to experiment, and then demonstrate how the algorithms of MAPE-K, CBR, and the three-layer pattern (goal, adaptation, and monitoring layers) work together in a dynamic enterprise architecture context. The proposed use case is about dynamic business continuity planning during a pandemic diseases like COVID-19, the proposed scenario is as follows: in response to the pandemic, an organization needs to adapt its business operations to ensure continuity while safeguarding the health and safety of its employees and customers. The dynamic enterprise architecture model will be used to dynamically adjust business processes, technology infrastructure, and employee workflows during the pandemic. The goal layer defines the high-level strategic goal: "Ensure business continuity and resilience during the COVID-19 pandemic". The specific objectives are consequently: enable remote work, maintain essential services, and ensure customer support amid restrictions and uncertainties.

The monitoring layer, that is a real-time monitoring, tracks COVID-19 cases and restrictions in various regions of operation, monitors employee health and well-being, monitors customer demand and feedback. For the adaptation layer, and based on the analysis, the organization decides to implement a remote work policy for employees where feasible, it invests in cloud-based collaboration tools and virtual private networks (VPNs) for secure remote access, the organization also introduces contactless delivery options and enhances its online customer support channels. Then, the six-step process based CBR with MAPE-K analysis:

Step 1: Monitor, real-time COVID-19 cases, regulations, employee health, and customer feedback.
Step 2: Compare, this step focuses on comparing the available solutions and adaptation strategies to determine which one is most suitable for the organization's specific needs.
Step 3: Analyze past business continuity cases for relevance based on current monitoring and evaluate successful adaptations made during the pandemic by other enterprises.
Step 4: Plan, this step determinate the best business continuity strategies based on the relevance score and analysis of successful adaptations by other enterprises, and plan for remote work setup, digitalization of services and enhanced customer support.
Step 5: Execute, the organization executes the adaptation plan, enabling remote work for employees, deploying digital tools, and implementing contactless delivery.
Step 6: Enrich the knowledge base, after each adaptation, update the knowledge base with the outcomes and lessons learned during the pandemic, and store successful business continuity patterns for future reference and to prepare for potential future crises.

The ontological representation provides a structured and formalized framework for representing the key concepts, relationships, and actions involved in dynamic business continuity planning [31]. By adopting this approach, organizations can enhance their resilience and agility, enabling them to navigate through challenges like the COVID-19 pandemic effectively. As a result, decision-makers can make informed and data-driven choices, ensuring the survival and success of the enterprise in times of crisis. However, to realize the potential of this model, further research and implementation are necessary to validate its efficacy and
suitability across various industries and scenarios. We expose in Figure 4, an ontological representation of our use case with the OWL language.

The dynamic enterprise architecture model helps the organization dynamically adjust its operations to continue activities during the COVID-19 pandemic. By learning from successful adaptations made by other enterprises, the organization can make informed decisions for its own business continuity planning. The three-layer pattern of goal, adaptation, and monitoring ensures a systematic approach to maintaining business continuity and resilience during challenging times. By utilizing the dynamic enterprise architecture model with the MAPE-K architecture, CBR, and the three-layer pattern, the organization can adapt its operations swiftly during the COVID-19 pandemic. The model allows the organization to monitor real-time data, analyze successful cases from other enterprises, plan and execute effective business continuity strategies, and continuously enrich its knowledge base for future resilience and preparedness.

Figure 4. OWL representation for the ontology applied to each step of the process

6. DISCUSSION AND ANALYSIS

In this section, we discuss and analyze the proposed dynamic enterprise architecture model, applied in a practical use case in section 5. Our algorithm integrates the MAPE-K loop with the EA algorithm: “case-based reasoning” and includes machine learning techniques for context awareness to enrich the knowledge base and make it more robust and responsive. The model comprises six key steps:

- Monitoring the external and internal context of the enterprise through machine-learning techniques, with the ultimate objective of creating a context-aware model that can intercept changes at the appropriate moment.
- Comparing cases with existing knowledge.
- Analyzing the cases.
- Planning the necessary transformations.
- Executing the planned transformations.
- Updating the knowledge base.
The strength of our model increases proportionally with the enrichment of the knowledge base around which our approach revolves. This enrichment is ensured by simulations, expert recommendations, and sharing with other knowledge bases. This model enables dynamic enterprise architecture guided by flexibility, agility, adaptiveness, modularity, and expressiveness, which aligns with the proposed architectural principles [7].

To position our approach among other studies and approaches that deal with the dynamic aspect of enterprise architecture, and to evaluate our proposal in good practices, we must take into account the broader definition of evaluation indicators in the context of EA. Unlike software or service-oriented architecture evaluation, EA evaluation indicators can be defined from various perspectives. Building on our previous works and the insights provided by Mirsalari and Ranjbarfard [32], we have developed an EA evaluation model that is based on five criteria, each of which is aligned with a specific architectural principle. At the outset of our work, we compiled a list of architectural principles that our solution must adhere to [7]. An architectural principle is a statement that prescriptively specifies a property of a design artifact that is essential to meet its requirements [33]. These principles are derived from [34] and [35] and are used to describe our system architecture.

During the selection phase, we compared the architectural principles with the advantages we identified in our previous research on the dynamic aspects of enterprise architecture. We created a comprehensive list by combining the advantages of various approaches and studies related to the dynamic aspects of EA. These benefits include low coupling, high cohesion, coherence, flexibility, agility, pragmatism, semantic rigor for successful communication and documentation, reactivity, innovation, tools to direct the transformation effort towards predictable and beneficial results, a deep understanding to delineate dynamic EA capabilities to bring organizational benefits, and more. We then matched these benefits with the main criteria to ensure the most comprehensive model possible. The criteria we used were flexibility and adaptability, expressiveness, modularity and reuse, extensibility, durability, and predictability.

We have reviewed various approaches and studies that explore the dynamic aspects of enterprise architecture, using five criteria to evaluate them. Our evaluation is presented in Table 2, which includes the first six approaches/studies that were evaluated in previous research [7]. Additionally, we have provided our evaluation of the proposed approach in the last column.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Approaches/Studies of enterprise architecture dealing with dynamic aspect [7]</th>
<th>Our proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexibility</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Adaptability</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Expressiveness</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Extensibility</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Modularity and Reuse</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Durability and prediction</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Our initial goal was to make the EA more flexible by dynamically responding to various triggers of changes. Integrating the MAPE-K loop with case-based reasoning helps to connect real-time monitoring with informed decision-making. By using machine learning and the dynamic case-based approach, the EA can evolve as the organizational landscape changes. The EA becomes agile enough and adaptive enough to respond to contextual shifts and new challenges, which is in line with the criteria of flexibility and adaptability. The model’s design resonates with two criteria-modularity and reuse. Breaking down the process into discrete steps facilitates modularity, allowing each element to be refined and improved independently. In addition, the EA model’s context awareness enhances adaptiveness, so it can recognize and react to various triggers of change, ensuring that the architecture remains in sync with the evolving needs of the organization. The model also addresses expressiveness, this criterion emphasizes clear and effective communication. By enriching the knowledge base through simulations, expert recommendations, and secure inter-enterprise knowledge sharing, the EA becomes more expressive and fosters improved communication and documentation of complex architectural transformations.

The proposed EA model is a significant step forward in the realm of enterprise architecture. It embodies the architectural principles of flexibility, agility, adaptiveness, modularity, durability, prediction [17], [44] and expressiveness, offering a dynamic, context-aware, and adaptable approach to EA. It enriches
the knowledge base and aligns the architecture with real-world challenges and changes, offering a promising avenue for contemporary organizations seeking to thrive in dynamic environments.

7. CONCLUSION

In this paper, we have explored the concept of dynamic EA and proposed a novel approach to achieve adaptability, responsiveness, and resilience in enterprise systems. The key components of our approach include a six-step process combining the MAPE-K architecture and CBR. Through this integration, the proposed dynamic enterprise architecture model facilitates continuous adaptation to changing business requirements, technological advancements, and external environmental conditions. This model enables enterprises to proactively respond to dynamic challenges and seize opportunities, ensuring sustainable growth and competitive advantage.

Our proposed dynamic enterprise architecture model consists of six key steps, namely monitoring, comparing, analyzing, planning, acting and updating the knowledge base. The monitoring step gathers real-time data and contextual information from internal and external sources. Comparing and analyzing leverage CBR techniques to draw insights from past successful cases and adapt those solutions to the current situation. By learning from historical data and patterns, our model becomes increasingly intelligent in making decisions and anticipating future scenarios. The Planning and Acting steps then facilitate the adaptation process by translating analysis results into concrete actions. The system dynamically adjusts business processes, allocates resources, and optimizes technology infrastructure to align with strategic goals and objectives. This adaptability empowers enterprises to meet changing customer demands, regulatory requirements, and market dynamics, enhancing their overall operational efficiency. In the case study of "dynamic business continuity planning during COVID-19 pandemic", the model enabled enterprises to adapt their operations, ensure business continuity, and maintain resilience amid challenging times.

To sum up, the dynamic enterprise architecture model, which integrates MAPE-K and CBR, provides a robust framework for organizations to thrive in today's unpredictable and rapidly changing business environment. By embracing adaptability and continuous learning, companies can position themselves as agile and forward-thinking entities, ready to excel in an ever-evolving world.

To further improve the model, future research may focus on enhancing machine learning techniques, validating the model's effectiveness in real-world scenarios across different industries and organizations, integrating it with emerging technologies like artificial intelligence (AI), internet of thing (IoT), and blockchain, enriching its knowledge base continuously, addressing scalability challenges, and optimizing its performance. During times of crisis, such as the COVID-19 pandemic, the proposed dynamic enterprise architecture model offers a promising solution to help organizations overcome challenges. As research and advancements in enterprise architecture continue, the proposed model has the potential to become a critical tool in ensuring the sustainability and success of organizations in an increasingly dynamic and uncertain business landscape.
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