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ABSTRACT
In this study, we apply two classification algorithm methods, namely the Gaussian naïve Bayes (GNB) and the decision tree (DT) classifiers. The Gaussian naïve Bayes classifier is a probability-based classification model that predicts future probabilities based on past experiences. Whereas the decision tree classifier is based on a decision tree, a series of tests that are performed adaptively where the previous test affects the next test. Both of these methods are simulated on the Iris dataset where the dataset consists of three types of Iris: setosa, virginica, and versicolor. The data is divided into two parts, namely training and testing data, in which there are several features as information on flower characteristics. Furthermore, to evaluate the performance of the algorithms on both methods and determine the best algorithm for the dataset, we evaluate it using several metrics on the training and testing data for each method. Some of these metrics are recall, precision, F1-score, and accuracy where the higher the value, the better the algorithm's performance. The results show that the performance of the decision tree classifier algorithm is the most outperformed on the Iris dataset.

1. INTRODUCTION
Classification is a machine learning approach in data mining that is often used where many methods are chosen to classify a dataset [1], [2]. Classifications that involve two classes are called binary classifications [3], [4], while those that involve more than two classes are called multi-class classifications [5]–[7]. In real applications, classification techniques are needed such as medical disease analysis, text classification, user smartphone classification, and images [8]–[10].

In recent years, many researchers have studied machine learning classification methods using the Iris dataset. Wu et al. [11] compared the classification of the Iris dataset using the boosting tree, random forest, and GraftedTrees algorithms, where the performance of the algorithms was still below 0.85. Thirunavukkarasu et al. [12] classified the Iris dataset using the KNN algorithm and the performance of the algorithm uses one metric which is the accuracy value where the accuracy value of the training data is 0.975 and the test data is 0.967. Swain et al. [13] studied neural networks to classify the Iris dataset and evaluated the performance of the algorithm using one metric which is the accuracy value where the value is in the interval [0.833, 0.967]. Ghazal et al. [14] compared three classification algorithms namely decision tree, neural networks, and naïve Bayes using WEKA software where these algorithms were evaluated using one metric which was the ROC curve whose value was in the interval [0.955, 0.941].
The Gaussian naive Bayes (GNB) classifier is a classification technique that has independent assumptions on its features [15]. In general, the assumption of independence is a poor assumption; however, the GNB classifier is very competitive and superior in its application compared to other classifiers [16]–[19]. The decision tree (DT) classifier is an effective and relatively fast classification technique compared to other classification methods. This classifier is often used since its accuracy is almost similar to other classification methods, even outperforming other methods. The DT algorithm can be implemented serially or in parallel based on the volume of data, available memory space on computer resources, and the scalability of the algorithm. The use of DT classifiers is now widely studied in the field of machine learning [20]–[23].

In our work, we use two classification algorithms that are the GNB and DT classifiers on the Iris dataset using Python 3.7.4 software and we also evaluate the performance of the algorithms using several metrics, namely recall, precision, accuracy, and F1-score. This dataset is divided into two parts, namely training (67%) and testing data (33%). Next, the results of the algorithm performance of the two methods in the dataset are compared by calculating these metrics, then we determine which classification method is the most outperforming for this dataset.

The remainder of this paper is organized as follows. Section 2 explains the algorithms of the GNB and DT, the proposed method for the Iris dataset, and the performance evaluation of these algorithms on the dataset. Next, the results of the classification and performance evaluation are presented in section 3. Finally, section 4 summarizes our conclusions.

2. THE MATERIALS AND METHOD

In this section, we have implemented two classification techniques that are already popular in machine learning algorithms, namely GNB and DT classifiers. Then, we describe the dataset and research methods. Finally, we describe several metrics to evaluate the performance of the algorithm.

2.1. GNB classifier

The GNB is a model that calculates probabilities and this model is based on the Bayes theorem [24]. The GNB is also an extension of naïve Bayes which follows the normal Gaussian distribution [25]–[28]. Suppose \( X = (x_1, x_2, x_3, \ldots, x_m) \) where \( x_i \) is the \( i \)-th feature and \( Y \) is the response or class variable, then the Bayes' theorem formula is

\[
P(Y|X) = \frac{P(X|Y)P(Y)}{P(X)}. \tag{1}
\]

Using Bayes' theorem (1), \( P(Y|X) \) is the probability of event \( X \) (as a hypothesis) where \( Y \) (as a fact) has occurred. Then, in this case the assumptions of predictors or features are independent, that is, the existence of features does not affect other features, so this phenomenon is called naive. The formula is defined as (2).

\[
P(Y|x_1, x_2, x_3, \ldots, x_m) = \frac{P(x_1|Y)P(x_2|Y)P(x_3|Y)\ldots P(x_m|Y)P(Y)}{P(X)}. \tag{2}
\]

From (2) it can be calculated the probability value for each data where for each entry in the dataset, the denominator is static, so the denominator can be removed. Thus, (2) can be written as (3).

\[
P(Y|x_1, x_2, x_3, \ldots, x_m) \propto P(Y) \prod_{i=1}^{m} P(x_i|Y), \tag{3}
\]

and the response or class variable can be obtained by using the maximum probability, which is as in (4) [29].

\[
Y = \arg\max_Y P(Y) \prod_{i=1}^{m} P(x_i|Y). \tag{4}
\]

In this study, the feature is the characteristic information of the Iris flower, while it is the type or species of Iris where the classification of this species is multivariate. The type of naïve Bayes classifier chosen in this study is GNB. Since the predictor is a continuous value (not discrete), the assumption is that these values are taken from the Gaussian distribution. Therefore, the equation for probability becomes as (5).

\[
P(x_i|Y) = \frac{1}{\sqrt{2\pi\sigma_i^2}} \exp\left(-\frac{(x_i-\mu)^2}{2\sigma_i^2}\right). \tag{5}
\]
2.2. DT classifier

The DT is a learning model for classification. This classifier is based on the concept of a structured tree where internal nodes represent features, branches in the tree define decision rules, and each leaf node defines an outcome [30], [31]. The topmost node is called the root node in the DT. This technique learns to partition by feature value and partitions the tree recursively [32].

One of the reasons this classifier is often used is that the concept in a decision tree imitates the logic of human thinking when making decisions, so it is easy to understand since it can be visualized like a tree structure as shown in Figure 1 which is an example of a flowchart to make it easier to understand the DT [20], [33].

2.2.1. Attribute selection measures

Attribute selection measures (ASM) aims at the technique of selecting the best features for tree nodes. There are two ASM techniques [34], namely Information Gain and Gini Index. Information Gain is a method for measuring the weighting of a feature by maximizing entropy which computes the information in the response variable. According to these values, we divide the nodes and build a DT. In this algorithm, we choose the information gain from the highest node, then the node is split. The information gain (IG) formula (6).

\[
IG(S, A) = E(S) - \left[ \sum_{i=1}^{n} \frac{|A_i|}{|S|} E(A_i) \right],
\]

where \( S \) is the case set, \( A \) is the feature set, \( n \) is the number of feature partitions, and \( E \) is the entropy which can be calculated as \( [35] \).

\[
E(S) = \sum_{i=1}^{n} -p_i \log_2 p_i,
\]

where \( p \) is the probability of the event. Gini index (GI) is a cost function which aims to evaluate the separation in the dataset. This formula in (8)

\[
GI(S) = 1 - \sum_{i=1}^{n} p_i^2.
\]

2.2.2. DT algorithm

DT is a predictive modeling in data analysis that uses a tree structure. This DT aims to describe and make decisions based on a series of rules and conditions. The steps for classifying datasets with the DT algorithm are as follows.

Step 1: Start with the root node, suppose \( S \) comprises the entire dataset.
Step 2: Find the best features using ASM.
Step 3: Splits into subsets that comprise the possible values for the best features.
Step 4: Generate the nodes of the decision tree that consist of the best features.
Step 5: Make a new decision tree using the dataset subsets in step 3. Then, we keep on this process until the final node.

2.3. Dataset

Ronald Fisher is a biologist from England. In 1936, he researched and compiled a species dataset on Iris which was multivariate and used some of its measurements in taxonomic problems. There are three types of species in the Iris dataset, namely setosa, virginica, and versicolor. The dataset consists of 150 samples and this dataset is balanced since the ground truth data for each species is 50 samples. The four features that are informed of each data point are length, width of sepal, and petals, where the units are in centimeters. This dataset is taken from the UCI machine learning repository. For more details as shown in Table 1.

Table 1. Some sample instances of the Iris dataset

<table>
<thead>
<tr>
<th>Sepal length</th>
<th>Sepal width</th>
<th>Petal length</th>
<th>Petal width</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>3.5</td>
<td>1.4</td>
<td>0.2</td>
<td>Setosa</td>
</tr>
<tr>
<td>4.9</td>
<td>3.0</td>
<td>1.4</td>
<td>0.2</td>
<td>Setosa</td>
</tr>
<tr>
<td>4.7</td>
<td>3.2</td>
<td>1.3</td>
<td>0.2</td>
<td>Setosa</td>
</tr>
<tr>
<td>7.0</td>
<td>3.2</td>
<td>4.7</td>
<td>1.4</td>
<td>Versicolor</td>
</tr>
<tr>
<td>6.4</td>
<td>3.2</td>
<td>4.5</td>
<td>1.5</td>
<td>Versicolor</td>
</tr>
<tr>
<td>6.9</td>
<td>3.1</td>
<td>4.9</td>
<td>1.5</td>
<td>Versicolor</td>
</tr>
<tr>
<td>6.3</td>
<td>3.3</td>
<td>6.0</td>
<td>2.5</td>
<td>Virginica</td>
</tr>
<tr>
<td>5.8</td>
<td>2.7</td>
<td>5.1</td>
<td>1.9</td>
<td>Virginica</td>
</tr>
<tr>
<td>7.1</td>
<td>3.0</td>
<td>5.9</td>
<td>2.1</td>
<td>Virginica</td>
</tr>
</tbody>
</table>

To identify patterns and relationships between different variables in a dataset, we use pairwise plots. Figure 2 is a paired plot that visualizes data from the relationship between information features in the Iris flower dataset. For more details, the blue color represents the Iris-setosa species, the yellow color denotes the Iris-versicolor species, and the green color represents the Iris-virginica species.

2.4. Performance evaluation

There are many metrics that are applied to evaluate the ability of multi-class classifiers. Most metric calculations are based on the confusion matrix, as it includes all relevant information about algorithm performance and classification rules. The confusion matrix is a table for measuring performance in machine learning classification problems where the output can be two or more classes. This table records the number of data points for which the actual classification and predicted classification. This table is also used as a performance measure. Then this table consists of combinations of predicted values and actual values. First, a true positive (TP) is a result correctly identified by the algorithm as positive. Second, a false negative (FN) is the result of being incorrectly identified by the algorithm as negative. Third, a true negative (TN) is a result correctly identified by the algorithm as negative. Fourth, a false positive (FP) is a result incorrectly identified by the algorithm as positive. When the predicted value is a real number, we need to define a threshold \( T \).

Recall, precision, accuracy, and F1-score are four evaluation metrics that are very frequently used in machine learning when evaluating the performance of classifier algorithms. Recall is the proportion of the number of true positives to the total number of samples that are classified positively which can be seen in (9).

\[
Recall = \frac{TP}{TP+FN}.
\]  

(9)

Precision is the proportion between samples that we predict correctly to all positive samples. In other words, precision interprets how reliable the algorithm is when the sample is identified as positive. This formula in (10).

\[
Precision = \frac{TP}{TP+FP}.
\]  

(10)

Accuracy is an evaluation score used to measure the ratio of the number of correct predictions produced by an algorithm to the total predictions. In other words, accuracy is used to evaluate the proportion of correct predictions made by an algorithm in a classification problem. This formula can be written as (11).

\[
Accuracy = \frac{TP+TN}{TP+FN+TN+FP} \times 100%.
\]  

(11)
F1-score is a metric that combines recall and precision metrics where the calculation is based on the concept of a harmonic average. The range of F1-score values is between 0 and 1 where the score is close to 1 so that the algorithm performance is higher. For more details, the formula in (12).

\[
F1 - score = 2 \times \left( \frac{precision \times recall}{precision + recall} \right).
\]  

(12)

![Figure 2. Paired plot of the Iris dataset](image)

2.5. Methods

We use two classification algorithms: the GNB and DT classifiers. These classification algorithms are one of the processes of machine learning algorithms. More specifically, these algorithms are a type of supervised learning. In machine learning, classification is a grouping of data where the data used has a label class. These algorithms are simple and easy to implement in real life.

An architecture overview is shown in Figure 3. First, we loaded the Iris dataset. This dataset has been split into two parts, namely training and testing data. Next, we classify this dataset by two classifying techniques which are the GNB and DT algorithms. Furthermore, we construct a confusion matrix for each algorithm, then we calculate some metrics which are recall, precision, accuracy, and F1-score. Finally, we determine the best classifier for this dataset. To illustrate ease of use, Figures 4 to 6 are the code used (Python 3.7.3) for classifying the Iris dataset and evaluating the performance of the algorithm.
Figure 3. The proposed method flowchart

Iris dataset

```python
import pandas as pd
import numpy as np
import matplotlib.pyplot as plt
import seaborn as sns

# read data
data = pd.read_csv('IRIS.csv')
y = data.pop('species')
# split data
from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(data, y, test_size=0.33, random_state=42)
```

Figure 4. Python code for importing dataset

GNB algorithm

```python
from sklearn.naive_bayes import GaussianNB
model = GaussianNB()
model.fit(X_train, y_train)

# Performance Evaluation for training data
from sklearn.metrics import accuracy_score
result = model.predict(X_train)
print(f'Accuracy Score: {accuracy_score(result, y_train)}')

from sklearn.metrics import classification_report
print(classification_report(y_train, result))

from sklearn.metrics import confusion_matrix
print(confusion_matrix(y_train, result))

# Performance Evaluation for testing data
result = model.predict(X_test)
print(f'Accuracy Score: {accuracy_score(result, y_test)}')
print(classification_report(y_test, result))
print(confusion_matrix(y_test, result))
```

Figure 5. Python code for GNB algorithm
3. RESULTS AND DISCUSSION

In this section, we have compared the classification simulation results of the two algorithms, namely the GNB and DT algorithms on the Iris dataset where these simulations were carried out with the help of Python 3.7.3. The Iris dataset is divided into two parts, namely 67% of the training data (100 data points) and 33% of the testing data (50 data points). Next, the simulation results are evaluated for the performance of the algorithm using several metrics, namely recall, precision, F1-score, and accuracy. Before calculating these metrics, we calculated the confusion matrices of each of these algorithms. Below are tables of the confusion matrix and performance evaluation of the two algorithms for each training and testing data.

Figure 7 shows the confusion matrix of the GNB classifier from the training data. This confusion matrix explains that 31 data points are correctly classified in the Iris-setosa class, 32 data points are correctly classified in the Iris-versicolor class, and 32 data points are correctly classified in the Iris virginica class. Figure 8 shows the confusion matrix of the DT classifier from the training data. This confusion matrix explains that 31 data points are correctly classified in the Iris-setosa class, 35 data points are classified in the Iris-versicolor class correctly, and 34 data points are classified in the Iris virginica class correctly.

![Figure 7. Confusion matrix using GNB on data training](image1.jpg)

<table>
<thead>
<tr>
<th>Predicted Value</th>
<th>Setosa</th>
<th>Versicolor</th>
<th>Virginica</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Versicolor</td>
<td>0</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Virginica</td>
<td>0</td>
<td>2</td>
<td>32</td>
</tr>
</tbody>
</table>

![Figure 8. Confusion matrix using DT on data training](image2.jpg)

<table>
<thead>
<tr>
<th>Predicted Value</th>
<th>Setosa</th>
<th>Versicolor</th>
<th>Virginica</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Versicolor</td>
<td>0</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Virginica</td>
<td>0</td>
<td>0</td>
<td>34</td>
</tr>
</tbody>
</table>
Figure 9 shows the confusion matrix of the GNB classifier from the testing data. This confusion matrix explains that 19 data points are correctly classified in the Iris-setosa class, 14 data points are correctly classified in the Iris-versicolor class, and 15 data points are correctly classified in the Iris-virginica class. Figure 10 shows the confusion matrix of the DT classifier from the testing data. This confusion matrix explains that 19 data points are correctly classified in the Iris-setosa class, 15 data points are classified in the Iris-versicolor class correctly, and 15 data points are classified in the Iris-virginica class correctly.

\[
\begin{array}{c|ccc}
\text{Predicted Value} & \text{Setosa} & \text{Versicolor} & \text{Virginica} \\
\hline
\text{Setosa} & 19 & 0 & 0 \\
\text{Versicolor} & 0 & 14 & 1 \\
\text{Virginica} & 0 & 1 & 15 \\
\end{array}
\]

Figure 9. Confusion matrix using GNB on data testing

\[
\begin{array}{c|ccc}
\text{Predicted Value} & \text{Setosa} & \text{Versicolor} & \text{Virginica} \\
\hline
\text{Setosa} & 19 & 0 & 0 \\
\text{Versicolor} & 0 & 15 & 0 \\
\text{Virginica} & 0 & 1 & 15 \\
\end{array}
\]

Figure 10. Confusion matrix using DT on data testing

Tables 2 to 3 show the performance evaluation of both algorithms on the training data. The performance of the GNB classifier is very high on training data since the precision and recall values are in the range [0.91, 1.00], the F1-score values are in the range [0.93, 1.00], and also the accuracy value is 95%. Then, the performance of the DT algorithm is also perfect on the training data since the value of precision, recall, and F1-score values are 1.00, then also the accuracy value is 100%.

<table>
<thead>
<tr>
<th>Training</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>Virginica</td>
<td>0.91</td>
<td>0.94</td>
<td>0.93</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Performance evaluation results of the GNB algorithm on training data

<table>
<thead>
<tr>
<th>Training</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Versicolor</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Virginica</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Performance evaluation results of the DT algorithm on training data

Tables 4 to 5 show the performance evaluation of the two algorithms on testing data. The performance of the GNB algorithm is very high on data testing because the values for precision, recall, and F1-score are in the range [0.93, 1.00] and also the accuracy value is 96%. Then, the performance of the DT algorithm is also very high on the training data because the precision and recall values are in the range [0.94, 1.00], the F1-score values are in the range [0.97, 1.00] and also the accuracy value is 98%. Overall, the implementation method of DT classification outperforms training and test data.

<table>
<thead>
<tr>
<th>Testing</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td>Versicolor</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Virginica</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Performance evaluation results of the GNB algorithm on testing data

<table>
<thead>
<tr>
<th>Testing</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>Versicolor</td>
<td>0.94</td>
<td>1.00</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Virginica</td>
<td>1.00</td>
<td>0.94</td>
<td>0.97</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Performance evaluation results of the DT algorithm on testing data
4. CONCLUSION

Based on the results of this research, we have concluded that the performance of the GNB and DT algorithms has very high performance for the classification of the Iris dataset where this dataset is balanced. This is indicated by all the metric values of recall, precision, and F1-score which are above 0.90, and also the accuracy metric values which are above or equal to 95%. Furthermore, the best algorithm performance of both algorithms is the DT classifier algorithm on this Iris dataset. We recommend further research to classify types of imbalanced datasets with machine learning techniques.
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