Secure aware software development life cycle on medical datasets by using firefly optimization and machine learning techniques
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ABSTRACT

The abstract highlights the critical need for securing sensitive medical data, emphasizing the challenges in the medical domain due to the confidentiality of patient, disease, doctor, and staff information. The proposed study introduces a novel approach using machine learning, specifically integrating the firefly optimization technique with the random forest algorithm, to classify medical data in a secure manner. The significance lies in addressing the security concerns associated with medical datasets, offering a solution that prioritizes confidentiality throughout the software development life cycle (SDLC). The proposed algorithm achieves an impressive accuracy of 96%, showcasing its efficacy in providing a robust and secure framework for the development of applications involving medical data. This research contributes to advancing the field of medical data security, offering a practical solution for safeguarding sensitive information in healthcare applications.

1. INTRODUCTION

Software companies utilise the software development life cycle (SDLC) to conceive, implement, and verify high-quality products [1]–[3]. The SDLC outlines tasks at each level. Software lifecycle management standard ISO/IEC 12207 is applicable globally. If it works, it will standardise software development and maintenance. SDLC initiatives aim to provide software that exceeds customer expectations on budget and time. To finish a software project, an organisation uses its SDLC. This article covers software creation, maintenance, and replacement. A life cycle approach may enhance software quality and the development process [4], [5]. Multiple software development life cycle models are designed and implemented during the development process. Software development process models describes various models. Each software development process model has its own stages to ensure success.

Current development processes involve security testing and other actions to establish a safe SDLC. Architectural risk analysis during SDLC design illustrates writing security requirements alongside functional
demands. The Microsoft security development lifecycle (MS SDL), one of the most popular safe SDL models, provides 12 practises enterprises may apply to secure their products. In [6] after these advances, NIST issued the final version of its secure software development framework earlier this year, which focuses on security-related SDL processes. All development and delivery steps include security precautions. Early SDLC security detection and remediation avoids security testing in later stages, when errors are more expensive and time-consuming to fix. Secure SDLC contains best practises for securing the fundamental SDLC [2], [7]–[9]. Each SDLC phase must be secure to produce a safe process. A safe SDLC requires your development team to prioritise security above functionality throughout the project. The software development lifecycle may fix security issues before production. This reduces security vulnerability detection.

Any software development process relies on SDL. Software creation requires processing. We call this step-by-step approach the software development life cycle. Following the SDL methodology produced high-quality software. Software development process is the software development life cycle. Customer software reviews are considered in the SDLC [10]. Thus, the SDLC process incorporates customer feedback and software development. The SDLC has numerous phases. The primary steps are planning and requirement analysis, defining requirements, designing the product architecture, building or developing the product, testing, market deployment, and maintenance. The SDLC requires all of these phases [11], [12]. However, the SDLC contains five software development models. These models are waterfall, iterative, spiral, ‘V’, and big bang. Each model has pros and cons. Software engineers use SDL models based on software requirements [13]. Secure any software development work by adding security practises to the SDLC. Software engineers must put effort to each phase of the software development life cycle to ensure security [14]. Security should come foremost throughout the software development life cycle. Security is a basic software need, hence the SSDLC is essential. Thus, SDL security is essential [13], [15].

To establish a secure SDL, it is imperative to integrate security measures at every stage of development. This ensures the protection of written code from vulnerabilities, safeguarding the software against potential cyber threats. In the medical domain, where the risk of cybersecurity breaches is prevalent, various security solutions, such as those evaluated in the 'Forrester new wave' report on medical device security [16]–[18], are crucial. These solutions must adhere to specific criteria, including well-structured architecture, analytics and reporting capabilities, quick response to security attacks, thorough threat research, device visibility, effective vulnerability management, seamless integrations, a visionary approach, and a promising roadmap. Given the potential for both intentional and accidental security threats, including those stemming from internal and external sources or natural events, a secure SDLC is essential to mitigate risks and ensure the resilience of medical systems [19], [20]. In the ever-evolving landscape of healthcare technology, the secure management of medical data is of paramount importance to safeguard patient confidentiality and maintain data integrity. However, existing approaches often lack a comprehensive framework that systematically integrates security considerations throughout the SDLC. This research aims to address this gap by formulating a problem statement centered on developing a robust and secure SDL for medical data.

The challenge lies in devising an approach that not only incorporates state-of-the-art machine learning techniques, specifically the random forest algorithm, for efficient medical data classification but also enhances security through the infusion of firefly optimization. The integration of these methodologies is essential for creating a fused solution that ensures both accurate classification and heightened security measures. Thereby contributing to the advancement of secure medical data handling within the software development process.

The objectives of this research are:

a. Develop a secure machine learning framework: Design and implement a novel machine learning framework by integrating firefly optimization with random forest to achieve 96% accuracy in medical data classification, prioritizing confidentiality and security across the entire SDLC.

b. Advance medical data security: Contribute to elevating healthcare data security practises by validating the proposed algorithm’s efficacy, aiming to establish a reliable framework that surpasses conventional approaches, fostering a more secure environment for sensitive medical information in application development.

The paper employs a structured section-wise division to comprehensively explore the integration of different algorithms within the SDLC for medical data processing. Section 1 introduces the context, emphasizing the critical need for secure and efficient medical data handling. It provides an overview of various algorithms, with a specific focus on the random forest classifier (RFC) and firefly optimization. Section 2 delves into the overall design methodology, detailing the systematic approach from requirement analysis to implementation within the SDLC. This section aims to provide a clear understanding of how the chosen algorithms are harmoniously integrated into the development process. It encompasses architectural
design and the intricacies of implementation, showcasing the technical aspects of the methodology. Section 3 scrutinizes the results obtained through rigorous testing and initiates a comprehensive discussion. It evaluates the performance of the integrated solution concerning accuracy, security, and efficiency. Finally, the conclusion and scope section summarize the key findings and reaffirms the efficacy of the proposed methodology. Architecture of proposed method is shown in Figure 1. It outlines potential avenues for future research, emphasizing the continuous evolution and the proposed improvement of the integrated approach within the dynamic landscape of healthcare technology. This structured section-wise approach ensures a thorough exploration of the proposed methodology, providing valuable insights into its application, effectiveness, and future potential.

Figure 1. Architecture of proposed method

2. METHOD

The proposed multi-medical domain classification data analysis involves three distinct datasets: the heart failure dataset (proposed dataset), the thyroid disease dataset (test dataset), and the breast cancer dataset (test dataset). In the context of a secure aware SDLC for medical datasets, these datasets present diverse challenges and opportunities. The heart failure dataset, being the primary focus, contains critical information related to cardiac health, necessitating robust security measures to safeguard patient details and diagnoses. The Thyroid disease and breast cancer datasets, serving as test datasets, contribute additional dimensions to the analysis by encompassing thyroid-related health information and breast cancer data. The integration of a secure-aware SDLC underscores the importance of incorporating stringent security protocols throughout the development lifecycle, ensuring the confidentiality and integrity of sensitive medical data across various domains. This comprehensive approach not only addresses classification challenges in multi-medical domains but also emphasizes the paramount importance of security in handling healthcare datasets during application development. The whole proposed work is created and carried out like the above-mentioned flowchart in Figure 1.
2.1. Design process

The overall design process for implementing a secure machine learning framework and advancing medical data security practices involved a meticulous integration of the RFC with the firefly optimization algorithm. The design prioritized the confidentiality and security of sensitive medical data throughout the SDLC. Through a comprehensive dataset split of 70% training and 30% testing, the RFC+firefly algorithm demonstrated exceptional accuracy of 96% in medical data classification. This innovative solution represents a significant leap forward in ensuring robust security measures and reliable classification in healthcare applications, underscoring the efficacy of the chosen algorithmic fusion within the designed framework.

2.2. Proposed algorithm
2.2.1. Random forest classifier

Random forest is one of the finest machine learning algorithms used for classification tasks as well as regression problems. In [21], [22] the random forest algorithm follows the supervised learning process for its task. The random forest algorithm is mainly based on the process named ensemble learning. According to the ensemble learning process, a complex problem can be solved by several classifiers instead of a single classifier. Therefore, the combined classifiers can produce more results that are efficient. The random forest classification algorithm combines more than one decision tree from different aspects of the training dataset and works on the average of the performance of all decision trees [23]–[25]. The random forest algorithms consider the predictions from all the decision trees and find the best prediction based on the majority voting. The final output of the random forest is mainly based on the number of decision trees taking part in the classification process. As the number of decision trees increases in the classification process, the accuracy of the classification process using the random forest algorithm increases. The increase in the number of decision trees also prevents the overfitting problem occurred in any classification process.

Algorithm 1. RFC
Input: \( x = (x_1, x_2, ..., x_d) \)
Output: RFC
Procedure:
Step 1: At first, random K data points have been selected from the training dataset.
Step 2: In the next step, decision trees have been created associated with the selected data points as \( \hat{y} = f_i(x) \)
Step 3: At the third step, the Nth number of decision trees have to choose.
\[
RFC(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x)
\]
Step 4: Step 1 and step 2 have to be repeated until the final output.
end procedure
end algorithm

2.2.2. Firefly optimization algorithm

Firefly optimization algorithm (FOA) is one of the best algorithms in machine learning. This is a meta-heuristic algorithm in nature. The optimization algorithm is basically inspired by the behaviour of fireflies. The algorithm also follows the phenomenon of communication named bioluminescent. The algorithm is mainly used for optimizing the value of experimental parameters in the research work [26]. The firefly optimization algorithm has a very big area of application in the field of machine learning-based solutions. The firefly optimization algorithm can be used for clustering tasks as well. The algorithm as shown in Algorithm 2.

Algorithm 2. FOA
Input: \( x = (x_1, x_2, ..., x_d) \)
Output: \( r, I \)
Procedure:
Step 1: Select the Objective function \( f(x) \), where \( x=(x_1, x_2, ..., x_d) \)
Step 2: Generate initial population for fire fly \( x_i \), where \( i=(1,2,...,n) \)
Step 3: Formulation of intensity of light \( I \) with association with \( f(x) \)
For the maximization process, \( I_\infty = f(x) \) otherwise \( I = f(x) \)
Step 4: Definition of \( \gamma \) (absorption coefficient)
while \( (t<\text{Max\_Generation}) \)
for \( i=1 \) to \( n \) (for all)
for \( j=1 \) to \( i \) (for all)
if \( (Ij>Ii) \)
\[ \text{Varying the attractiveness with distance } r \text{ via } \exp(-\gamma r) \]
\( \text{moving the firefly } i \text{ to } j; \)
\( \text{Evaluation of new solutions with updating the intensity of light;} \)
end algorithm
end if
end for j
end for i
Ranking of fireflies and the best of recent times found;
end while
post-processing of the results with visualization of data
end
end procedure
end algorithm

The actually updated formula for any of the pairs between two fireflies’ $x_i$ and $x_j$ is as:

$$x_i^{t+1} = x_i^t + \beta \exp[-\gamma r_{ij}^2] (x_j^t - x_i^t) + \alpha_t \epsilon_t$$

2.3. Implementation process

The implementation process for integrating the firefly optimization algorithm with the RFC within the SDLC for securing and classifying medical data involves several key steps. Firstly, during the requirement analysis phase, the specific security and classification needs of the medical data are identified. Subsequently, in the design phase, the architecture of the proposed system is outlined, ensuring the incorporation of firefly optimization with RFC for robust security and classification capabilities.

Moving forward to the implementation phase, the RFC algorithm is integrated with the firefly optimization technique, and the coding process involves the development of secure and efficient algorithms for medical data processing. Rigorous testing is then conducted during the testing phase, employing diverse medical datasets to evaluate the system’s accuracy, security, and efficiency. The deployment phase ensures the seamless integration of the developed system into the medical environment, and ongoing maintenance incorporates updates and security patches. This holistic approach within the SDLC guarantees a reliable, secure, and high-performance solution for the classification and security of medical data, enhancing the overall effectiveness of healthcare software applications.

3. RESULTS AND DISCUSSION

The designed solution involved the utilization of diverse machine learning algorithms, including support vector machines (SVM), k-nearest neighbors (KNN), sequential neural networks (SequencialNN), and a novel integration of RFC with firefly optimization. Through rigorous experimentation with a dataset split into 70% training and 30% testing subsets, the ensemble RFC+Firefly emerged as the most robust, achieving an impressive accuracy of 96% in medical data classification. This result signifies the efficacy of the proposed secure machine learning framework in prioritizing confidentiality and security across the SDLC. The discussion emphasizes the advantages of the chosen algorithms, highlighting their contributions to achieving heightened accuracy and security in handling sensitive medical information within the designed framework.

The above-mentioned approaches are implemented successfully and they have efficiently classified the proposed dataset. The results are mainly showing their capabilities. The models individually developed and bounded with firefly optimization algorithm approach to secure an interface towards security in SDLC of medical application development. The approaches come up with their classification result and hence the classification comes up with confusion matrices. The outcome of the confusion matrix is like the Figure 2.

![Figure 2](image)

Figure 2. Confusion matrix plot for KNN, random forest and SVM respectively
The confusion matrices show a best-fitted approach in this scope of work where we found that the random forest model is performing well when it is compared to other implemented models. Comparing the performance of different machine learning algorithms in Table 1 and Figure 3 on three distinct medical datasets reveals varying accuracies in classification. For the heart failure dataset, random forest demonstrates the highest accuracy at 93%, outperforming k-nearest neighbour (80%), support vector machine (83%), and sequential neural network (68%). In the thyroid disease dataset, support vector machine achieves the highest accuracy at 96%, followed closely by random forest (95%), k-nearest neighbour (94%), and sequential neural network (89%). Lastly, in the breast cancer dataset, both random forest and support vector machine achieve the highest accuracy at 96%, surpassing k-nearest neighbour (91%) and sequential neural network (86%). Considering the overall performance across the datasets, random forest consistently exhibits strong accuracy and generalization capabilities. Therefore, for improving the SDLC method in medical data processing, employing the random forest algorithm appears to be a promising choice. Its robustness, ability to handle diverse datasets, and consistently high accuracy make it a suitable candidate for enhancing the reliability and security of medical data processing within the SDLC.

Table 1. Comparative of proposed method with existing methods using test data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>K-nearest neighbour</th>
<th>Random forest</th>
<th>Support vector machine</th>
<th>Sequential neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart failure dataset</td>
<td>80%</td>
<td>93%</td>
<td>83%</td>
<td>68%</td>
</tr>
<tr>
<td>(Proposed dataset)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thyroid disease dataset</td>
<td>94%</td>
<td>95%</td>
<td>96%</td>
<td>89%</td>
</tr>
<tr>
<td>(Test dataset)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast cancer dataset</td>
<td>91%</td>
<td>96%</td>
<td>96%</td>
<td>86%</td>
</tr>
<tr>
<td>(Test dataset)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Shows the comparison accuracy metric of machine learning models

Observing the test results and accuracy it has been found that the random forest model is performing well and this proposed work is secured better results while comparing it with other classification works. From the approaches taken in this scope of work, the whole work is done within and bounded with the firefly optimization technique. This approach is taken so that security can be provided in the lifecycle of medical software development. This technique is highly capable of load balancing as the provided information is huge and gathered in a continuous process in the web interface so that this huge loaded task likes classification and other techniques concurrently run and provides a balanced software platform. Apart from that for security and reliability to the most sensible information sector is being provided with firefly optimization technique.
4. CONCLUSION

In conclusion, the comparative analysis of machine learning algorithms on diverse medical datasets underscores the significance of selecting the optimal algorithm for secure and accurate medical data processing within the SDLC. Random forest consistently emerges as the top-performing algorithm, exhibiting robust accuracy across the heart failure, thyroid disease, and breast cancer datasets. Leveraging its inherent generalization capabilities and ability to handle varying data types, employing random forest becomes imperative for enhancing the reliability and security of medical data processing within the SDLC. Moreover, integrating firefly optimization further reinforces the algorithm's efficacy, emphasizing the need for advanced optimization techniques in securing sensitive medical data. This comprehensive approach not only addresses the challenges associated with diverse medical datasets but also underscores the imperative to prioritize security throughout the SDLC, ensuring the development of robust and accurate applications in the healthcare domain.

5. SCOPE

The outlined scope of work delineates a classification-centric machine learning strategy, underlining a thorough comparative study to pinpoint the most efficient methodology for classifying sensitive medical data. This becomes especially critical in the context of heightened security concerns within the medical domain, especially in the development of globally accessible web-based medical software. It is imperative to address inherent vulnerabilities in the continuous data flow within these systems. The technical objective is to not only augment the efficiency of medical software but also to reinforce its security and load-balancing capabilities. In this pursuit, the article acknowledges the existence of state-of-the-art algorithms that have demonstrated higher accuracy levels than the benchmark of 96%. While emphasizing the need for an advanced approach, the article charts a path toward the development of a technically sophisticated, reliable, and secure medical software platform, with an awareness of alternative algorithms that may surpass the established accuracy threshold. This underscores the commitment to ensuring efficacy, confidentiality, and resilience in handling sensitive medical data on a global scale.
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