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ABSTRACT

With the proliferation of social media platforms, characterized by features such as anonymity, user-friendly access, and the facilitation of online community building and discourse, the matter of detecting and monitoring hate speech has emerged as an increasingly formidable challenge for society, individuals, and researchers. Despite the crucial importance of hate speech detection task, the majority of work in this field has been conducted in English, with insufficient focus on other languages, particularly Arabic. Furthermore, most existing studies on Arabic hate speech detection have addressed this task as a binary classification problem, which is unreliable. Therefore, the aim of this study is to provide an enhanced model for detecting fine-grained hate speech in Arabic. To this end, three transformer-based models were evaluated to generate contextualized word embeddings from input sequence. Additionally, these models were combined with a bidirectional gated recurrent unit (BiGRU) layer to further improve the extracted semantic and context features. The experiments were conducted on an Arabic reference dataset provided by the open-source Arabic corpora and processing tools (OSACT-5) shared task. A comparative analysis indicates the efficiency of the proposed model over the baseline and related work models by achieving a macro F1-score of 61.68%.
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1. INTRODUCTION

The advent of online social networks has granted billions of online users a means to freely articulate their thoughts and ideas on the internet. This widespread accessibility has yielded substantial advantages in fostering cultural advancements. Nevertheless, it has also become a tool for spreading offensive and hate speech content by malicious people. The dangers of hate speech are becoming more evident, as research shows its connection to hate crimes worldwide [1]. Moreover, the proliferation of hateful and offensive content on the internet has been discovered to have an adverse impact on people's mental well-being [2], [3].

As a result, the natural language processing (NLP) community has become increasingly interested in automatically detecting hate speech. Hate speech refers to any form of abusive or offensive language, such as insults and threats, that targets individuals or groups based on race, religion, or sexual orientation [4], [5]. Despite the growing research on hate speech, there is still a lack of focus on this issue specifically in the Arabic language [6].
Arabic ranks 4th among the most widely used languages on the internet. However, the nature of Arabic text, with its ambiguity and informality, poses significant challenges in classifying social media content accurately [7]. Furthermore, the Arabic language encompasses multiple varieties with different vocabularies and structures, making the classification tasks more challenging.

The initial studies in Arabic hate speech detection have focused on building appropriate corpora for handling this task, such as the work of Chowdhury et al. [8] and Aref et al. [9]. These corpora classify a given text into only two categories: hate speech and not-hate speech. However, using a binary approach for handling this task is unreliable [10], [11]; moreover, several studies [12], [13] have adopted machine learning classifiers like support vector machine (SVM) and naive Bayes (NB) to handle this task. Nevertheless, these classifiers require a tedious process of feature engineering to select the most suitable features for training.

In recent years, transformer-based models have revolutionized the field of NLP by achieving the best results in many tasks like text classification [14], [15], question answering, named entity recognition [16], [17], and sentiment analysis [18], [19]. In addition, these models have obtained promising results in hate speech detection in different languages, including Arabic [20].-23. However, most of these studies have focused on using bidirectional encoder representations from transformers (BERT)-based models only. Other transformer models like generative pre-trained transformer (GPT) and efficiently learning an encoder that classifies token replacements accurately (ELECTRA) are under-explored in this area. Moreover, the impact of incorporating these models with more complex neural network layers has been investigated in many tasks like aspect term extraction [24], named entity recognition [25], and aspect category detection [26]. Yet further efforts are required to explore the effectiveness of this combined approach for the task of hate speech detection.

To overcome the above-mentioned shortcomings, this paper focuses on enhancing the results of the fine-grained hate speech detection task in Arabic language, which classifies a hate speech text into fine-grained classes, namely: race/ethnicity/nationality, social class, religion/belief, ideology, disability/disease, and gender. To this end, three different transformer-based models are evaluated to convert input tokens into contextualized vector representations. Additionally, we investigate combining these models with a bidirectional gated recurrent unit (BiGRU) layer to further encode semantic and context features from both left and right sides. To our knowledge, this is the first work to use this combination to handle this task in Arabic. Extensive experiments on a reference Arabic dataset are conducted to prove the effectiveness of our proposed method over the baseline and related work models.

The rest of this paper is organized as follows: section 2 provides related work to Arabic hate speech detection task. Section 3 explains our research methodology. The experimental setup is described in section 4, and the results of our experiments are discussed in section 5. Lastly, in section 6, we conclude the paper and suggest directions for future research.

2. RELATED WORK

Hate speech detection task can be performed as a binary (hate or not hate) or a multi-class (fine-grained classes such as race, gender, and social class) classification task. One of the earlier studies in Arabic language is that of Mulki et al. [12]. The authors introduced the first publicly-available Levantine hate speech and abusive (L-HSAB) Twitter dataset. They then extracted n-gram features using term frequency weighting to train SVM and NB classifiers. Another work of Chowdhury et al. [8] focused on detecting religious hate speech in Arabic. Authors proposed an approach that combines Arabic word embeddings and social network graphs. The researchers specifically emphasized the use of community features to enhance hate speech detection. To conduct their research, they collected a dataset of 3,950 Arabic tweets, with 1,685 tweets labeled as hate speech and 2,265 as non-hate speech. For classification, they utilized 600-dimensional word embeddings in combination with long-short term memory (LSTM) and convolutional neural network (CNN) models to train their detection model.

Additionally, several shared tasks have been conducted to handle this task in Arabic. The first shared task has been organized within the 4th Workshop on open-source Arabic corpora and processing tools (OSACT-4) [27]. The workshop focused on two binary classification tasks: identifying offensive language (subtask A) and detecting hate speech (subtask B). A dataset of 10,000 tweets was provided, with about 20% containing offensive language and 5% classified as hate speech. Among the different approaches tried, the SVM classifier combined with extensive pre-processing techniques showed the best results in subtask B [13].

Furthermore, the open-source Arabic corpora and processing tools (OSACT-5) workshop [28] expanded the shared task by introducing a more detailed categorization of hate speech in Arabic. Tweets labeled as hateful were further classified into six categories: race, religion, ideology, disability, social class, and gender. This extension aimed to explore the different dimensions and specific aspects of hate speech within these categories, leading to a more comprehensive analysis and understanding. The team of
Bennessir et al. [29] achieved first place in this competition for this task. They evaluated different pre-trained models in a multi-task fashion with task specific layers based on quasi-recurrent neural networks for each subtask. The second system was submitted by AlKhamissi and Diab [30]. The MARBERTv2 [31] model was used to encode the input text, following which it was fed into three dedicated classification heads designed for specific tasks. Each of these class-specific heads consists of a multilayered feed-forward neural network incorporating layer normalization.

A recent work of Althobaiti [32] proposed a BERT-based approach to detect Arabic hate speech and offensive language using the OSACT-5 dataset. They also explored the integration of sentiment analysis and emoji descriptions as supplementary features, alongside the textual content of the tweets. Their proposed method achieved enhanced results for offensive language detection and hate speech detection tasks. However, it achieved lower results for the fine-grained detection task (macro F1-score=25.25%). Al-Hassan and Al-Dossari [33] provided a new Arabic hate speech dataset that consists of 11K tweets. The dataset was collected using Twitter API and was manually annotated into five 5 distinct categories: none, religious, racial, sexism or general hate. The performance of the SVM classifier was evaluated in comparison to various deep learning models, specifically LTSM, CNN+LTSM, gated recurrent unit (GRU), and CNN+GRU. Among these models, the CNN+LSTM model yielded the best results. In a recent paper of Almaliki et al. [34], another dataset of 9,352 tweets was collected and labelled manually into three main classes: hateful, and abusive. They then utilized a BERT-based model, called ABMM to classify tweets into one possible class. However, these two new datasets are not publicly available. Therefore, we selected the public OSCAT-5 dataset to conduct the experiments in this study.

In contrast to most previous studies, our study is one of the few works that tackled the Arabic hate speech detection task in a fine-grained fashion. Moreover, we investigate combining transformer-based models with a BiGRU layer to further improve the encoded semantic and contextual features. To the best of our knowledge, this is the first time to adopt this combination to address this task in Arabic.

3. METHOD
3.1. Pre-processing
Data pre-processing is a crucial step in classification tasks. It helps remove unnecessary tokens that might not contribute to the task at hand and can even negatively impact the final results. To ensure optimal performance, we applied the following pre-processing steps to the dataset:
- Removing dates, time, numbers (both in English and Arabic), URLs, and Twitter-specific symbols like RT (re-tweet) and @ (mention symbol).
- Removing Arabic diacritics, which are the small markings used to indicate vowel sounds in Arabic text.
- Normalizing words by standardizing their format and removing unwanted punctuation marks and symbols.
- Removing elongation, which means reducing repeated letters to a single occurrence. For example, converting "طوييييل" to " طويل".

3.2. Model overview
The architecture of our proposed model is shown in Figure 1. First, a transformer-based model is employed to generate contextualized word embeddings from the input text. Then, a BiGRU layer is used to further encode semantic and context features from both left and right sides. Finally, a dense layer with a SoftMax activation function is utilized to provide the final label prediction.

3.3. Transformer
The transformer [35] architecture is based on the concept of self-attention mechanism, which allows the model to capture dependencies between different elements in a sequence. Unlike traditional recurrent neural networks (RNNs) that process sequential data sequentially, the transformer can process the entire sequence in parallel, making it more efficient and allowing for better capturing of long-range dependencies. Various transformer-based models have been released such as BERT [36], GPT [37], ELECTRA [38], generalized autoregressive pre-training (XLNET) [39], and text-to-text transfer transformer (T5) [40]. These models have revolutionized the field of NLP by achieving state-of-the-art results in many tasks such as question answering [41] and named entity recognition [42].

3.3.1. ELECTRA
The ELECTRA architecture is a variant of the transformer-based models designed for pre-training language representations. It consists of two main components: the generator and the discriminator. The generator corrupts the input text by replacing some words, and the discriminator learns to distinguish
between the original uncorrupted text and the generator’s output. The generator and discriminator are trained iteratively to improve the language representation.

3.3.2. BERT

BERT is another transformer-based model widely used for various NLP tasks, including text classification, question answering, and named entity recognition. BERT employs a masked language model (MLM) objective during pre-training, where it learns to predict masked or randomly replaced words in a given sentence. The transformer model in BERT allows the model to capture both the left and right context of a word, making it bidirectional and enabling a deeper understanding of the text.

3.3.3. GPT

GPT is a series of transformer-based models developed by OpenAI, starting with GPT-1 and followed by GPT-2 and GPT-3. The GPT models are trained using unsupervised learning on massive amounts of text data. They utilize a transformer architecture, which includes self-attention mechanisms and feed-forward neural networks, to capture dependencies and patterns in language.

For the above transformer-based models, we select the last hidden state of the [CLS] token as the final representation of the whole input text, which is then fed into the BiGRU layer. It is worth mentioning that for ELECTRA, the [CLS] token is not part of the original pre-training task but is added during fine-tuning for classification tasks. The final output of these models is formulated as (1).

\[
\mathbf{x} = H^{[CLS]} \in \mathbb{R}^{\text{dim}}
\]  

(1)

where \( \text{dim} \) denotes the embedding size and its value is 768 for the three models.

3.4. BiGRU

GRU is a type of RNNs that are commonly used in deep learning architectures for sequential data processing tasks, such as NLP and time series analysis. It was designed to address some of the limitations of traditional RNNs by introducing gating mechanisms that control the flow of information within the network. Figure 2 illustrates the architecture of GRU. The key components of GRU unit are update and reset gates. The update gate determines how much of the previous hidden state should be retained and combined with the current input. The reset gate decides how much of the previous hidden state should be ignored when computing the current hidden state. Equations (2) to (5) illustrate the calculation formula:

\[
z_t = \sigma(W_{zx}x_t + U_{zh}h_{t-1})
\]  

(2)

\[
r_t = \sigma(W_{rx}x_t + U_{rh}h_{t-1})
\]  

(3)
\[ \tilde{h}_t = \tanh(W_c x_t + r_t \odot h_{t-1}) \]  
(4)

\[ h_t = (1 - z_t) \odot o_t + z_t \odot h_{t-1} \]  
(5)

The symbol \( \sigma \) represents the sigmoid function. The operator \( \odot \) signifies the element-wise multiplication of matrices. \( W \) and \( U \) are weight matrices that are adjusted during the learning process.

Instead of processing the input sequence only in the forward direction, we use a BiGRU layer to also process the sequence in the reverse direction simultaneously. The key idea behind BiGRU is to capture both past and future context for each element in the sequence. The outputs from both the forward and backward GRU units are concatenated to form the final representation of each element, as follows:

\[ \tilde{h}_t = \text{GRU}(x_t, \tilde{h}_{t-1}) \]  
(6)

\[ \tilde{h}_t = \text{GRU}(x_t, \tilde{h}_{t+1}) \]  
(7)

The output of the hidden layer \( h_t \) in BiGRU at time \( t \) is formed by combining both the forward and backward states:

\[ h_t = [\tilde{h}_t \oplus \tilde{h}_t] \]  
(8)

Lastly, the output of BiGRU is denoted as (9).

\[ h = \{h_1, h_2, ..., h_n\} \]  
(9)

![Figure 2. The structure of diagram of GRU](image)

### 3.5. Output layer

The final representation of the BiGRU layer is fed into a final output layer. This layer consists of a dense layer with a SoftMax activation function to generate the label predictions. The output of this layer can be represented as (10).

\[ \hat{y} = \text{SoftMax}(Wh + b) \]  
(10)

Here, \( \hat{y} \) represents the predicted probabilities. \( W \) is a weight matrix that can be adjusted during training. In addition, \( b \) indicates the bias vector for the classification layer.

### 3.6. Training process

During the training process, the main goal is to reduce the loss function between the predicted outcomes and the actual results. Given that the objective in this study involves solving a multi-class classification task, the loss function selected to measure the discrepancy between predicted and actual class probabilities is the categorical cross-entropy. The calculation formula for this is as (11).

\[ L(\hat{y}, y) = - \sum_{i=1}^{N} \sum_{k=1}^{K} y_{ik} \log(\hat{y}_{ik}) \]  
(11)
$y_j^k$ represents the true label for a specific category, while $\hat{y}_j^k$ represents the predicted probabilities for that category. $N$ represents the total number of training samples. $L$ denotes the number of labels involved in the classification task.

4. EXPERIMENTS

4.1. Dataset

The evaluated dataset was provided by the OSCAT-5 shared task. It consists of about 12,698 tweets, annotated as clean, offensive, or hate speech. 6 classes were used to label hate speech tweets namely disability, social class, race, gender, religion, and ideology. Table 1 illustrates the distribution size of the dataset. More details about this data can be found in Mubarak et al. [43].

<table>
<thead>
<tr>
<th>Class</th>
<th>Total</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offensive</td>
<td>4,463</td>
<td>3,137</td>
<td>617</td>
</tr>
<tr>
<td>Hate-race</td>
<td>366</td>
<td>260</td>
<td>78</td>
</tr>
<tr>
<td>Hate-religion</td>
<td>38</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>Hate-ideology</td>
<td>190</td>
<td>144</td>
<td>32</td>
</tr>
<tr>
<td>Hate-disability</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Hate-social class</td>
<td>101</td>
<td>72</td>
<td>19</td>
</tr>
<tr>
<td>Hate-gender</td>
<td>641</td>
<td>456</td>
<td>133</td>
</tr>
<tr>
<td>Normal</td>
<td>8,235</td>
<td>5,714</td>
<td>1,654</td>
</tr>
</tbody>
</table>

4.2. Experimental settings

We implemented the proposed model in Python using the TensorFlow and Keras libraries. For the BERT model, we used the base version of the MARBERTv2 model. The base version of AraELECTRA [44] was used for the ELECTRA model, and for GPT, we utilized the base version of the AraGPT2 [45] model. More details about the pre-training dataset of each model are shown in Table 2. Moreover, the hyper-parameters in this study were selected using the grid search optimization technique, as illustrated in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type of Arabic</th>
<th>Source</th>
<th>Size of pre-trained data</th>
</tr>
</thead>
<tbody>
<tr>
<td>AraELECTRA</td>
<td>Modern standard Arabic (MSA)</td>
<td>Various Arabic corpora like El-Khair [46] and OSIAN [47]</td>
<td>8.6B tokens</td>
</tr>
<tr>
<td>AraGPT2</td>
<td>MSA</td>
<td>The same dataset as AraELECTRA</td>
<td>8.6B tokens</td>
</tr>
<tr>
<td>MARBERTv2</td>
<td>MSA+ dialectical Arabic (DA)</td>
<td>MSA corpora such as: OSCAR [48] and OSIAN [47] in addition to Arabic Tweets</td>
<td>29B tokens</td>
</tr>
</tbody>
</table>

Table 3. Experimental hyper-parameters

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU hidden units</td>
<td>128</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adamax</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>Max sequence length</td>
<td>128</td>
</tr>
<tr>
<td>Learning rate</td>
<td>5e-5</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>5</td>
</tr>
</tbody>
</table>

4.3. Evaluation metrics

To assess the effectiveness of our model in comparison to the baseline and related work models, we utilized precision, recall, and F1-score metrics. Since the dataset is imbalanced, the macro score of these metrics is calculated. Equations (12)-(14) illustrate the calculation of each metric:

\[
Macro\ F1 = \frac{2 \times MP \times MR}{MP + MR}
\]  
\[
MP = \frac{1}{L} \sum_{j} MP_j
\]  
\[
MR = \frac{1}{L} \sum_{j} MR_j
\]
In the previous equations, $L$ represents the total number of classes. $MP_j$ refers to the precision of class $j$. Besides, $MR_j$ represents the recall of class $j$.

5. RESULTS AND DISCUSSION

5.1. Results of different transformer-based models

We first conducted experiments to select the best transformer model. The evaluation results are illustrated in Figure 3. The worst results are achieved using the AraGPT2 model, which shows that this model might be not suitable for text classification tasks. Additionally, the MARBERTv2 model outperformed significantly the AraElectra model by more than 20% in terms of macro F1-score, indicating that this model is more accurate in handling this task. Moreover, the dataset used to pre-train the MARBERTv2 model is a combination of MSA and DA tweets, which aligns with the evaluated data in this study. Therefore, we used the MARBERTv2+BiGRU model for comparison with the baseline and related work models in the next subsection.

![Figure 3. Comparison results of transformer-based models](image)

5.2. Comparative analysis

The proposed model is compared with the following baseline models: i) Majority baseline [28]: It is the baseline model released with the OSCAT-5 shared task dataset; ii) MARBERTv2: the BERT model was fine-tuned with a linear layer and a SoftMax activation function; and iii) MARBERTv2-BiLSTM: the BiGRU layer is replaced with a BiLSTM layer to evaluate how it affects the model's performance. In addition to these baselines, results of the following related work models, evaluated on the same Arabic dataset as in this study, are also reported, including iCompass [29], Meta-Ai [30], AlexU-AIC [49], and UPV [50], and CLN [32]. A detailed description of these models can be found in section 2. The comparison results are shown in Table 4.

The results indicate that the proposed model outperformed the baseline model by an overall improvement of more than 47% in terms of F1-score. Besides, our model achieved better results over all related work models that were evaluated on the same dataset, with an enhancement of more than 8% over the best result reported in the literature by the iCompass model. Moreover, our proposed model outperformed prior models [49], [50] that adopted complex architectures like ensemble models and multi-task learning methods. This indicates the efficiency of our combined approach that exploits the strengths of both BERT and BiGRU model to encode relevant features for detecting hate speech in the input text.

On the other hand, MARBERTv2+BiGRU and MARBERTv2+BiLSTM models outperformed the MARBERTv2+linear model by more than 5% in F1-score, proving the efficiency of incorporating the fine-
tuned MARBERTv2 model with more complex neural network layers to further encode context and semantic features. Additionally, our model achieved better results than the MARBERTv2-BiLSTM model. This can be justified thanks to the structure of GRU, which has a smaller number of parameters than LSTM, making the learning process easier.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [28]</td>
<td>12.8%</td>
<td>14.3%</td>
<td>13.5%</td>
</tr>
<tr>
<td>CLN [32]</td>
<td>53.42%</td>
<td>22.03%</td>
<td>25.25%</td>
</tr>
<tr>
<td>iKoMPass [29]</td>
<td>54.8%</td>
<td>53.1%</td>
<td>52.8%</td>
</tr>
<tr>
<td>Meta-AI [30]</td>
<td>55.1%</td>
<td>50.8%</td>
<td>51.9%</td>
</tr>
<tr>
<td>AlexU-AIC [49]</td>
<td>49.0%</td>
<td>47.0%</td>
<td>47.6%</td>
</tr>
<tr>
<td>UPV [50]</td>
<td>54.3%</td>
<td>36.9%</td>
<td>42.3%</td>
</tr>
<tr>
<td>MARBERTv2+linear</td>
<td>58.28%</td>
<td>53.07%</td>
<td>53.09%</td>
</tr>
<tr>
<td>MARBERTv2+BiLSTM</td>
<td>63.09%</td>
<td>55.64%</td>
<td>58.51%</td>
</tr>
<tr>
<td>MARBERTv2+BiGRU (ours)</td>
<td>67.86%</td>
<td>59.64%</td>
<td>61.68%</td>
</tr>
</tbody>
</table>

On the other hand, the model's performance was affected by the data imbalance. Specifically, the training dataset contains imbalanced class proportions. When it comes to hate speech, the majority of instances, specifically 5,714 out of 6,675, are classified as "Not Hate". Additionally, for example, there are only two instances of hate speech based on disability, 27 instances of hate speech based on religion, and a considerably higher count of 260 instances of hate speech based on race. Therefore, additional efforts are required to address this problem and further enhance the achieved results for this task.

6. CONCLUSION

In this study, an enhanced model is proposed to handle the fine-grained hate speech detection task in Arabic language. Three different transformer-based models namely MARBERTv2, AraELECTRA, and AraGPT2 were examined to select the best model for this task. Additionally, we combined these models with a BiGRU layer to further improve the semantic and contextual features. The experimental results showed that the MARBERTv2 outperformed significantly the AraELECTRA and AraGPT2. Furthermore, the MARBERTv2+BiGRU obtained the best results over the baseline and related work models, indicating the effectiveness of incorporating the BERT model with more complex neural network layers to encode context and semantic information that are relevant for the task of hate speech detection.

Future work directions include combining the BERT model with other neural network architectures to evaluate its impact on the overall results. In addition, we plan to explore other transformer-based models such as T5 and XLNET to handle this task. Moreover, we intend to investigate different methods to address the challenge of imbalanced dataset and further enhance the achieved results.
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