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Abstract

Feature selection is considered as a fundamental prepossessing step in various data mining and machine learning based works. The quality of features is essential to achieve good classification performance and to have better data analysis experience. Among several feature selection methods, distance-based methods are gaining popularity because of their eligibility in capturing feature interdependency and relevancy with the endpoints. However, most of the distance-based methods only rank the features and ignore the class overlapping issues. Features with class overlapping data work as an obstacle during classification. Therefore, the objective of this research work is to propose a method named overlapping conscious MultiSURF (OMsurf) to handle data overlapping and select a subset of informative features discarding the noisy ones. Experimental results over 20 benchmark dataset demonstrates the superiority of OMsurf over six existing state-of-the-art methods.
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1. INTRODUCTION

We are now living in the age of modern technologies. The rapid growth and wide use of technologies generate a huge amount of data which imposes a challenge for the data scientists and engineers to manage these data in an effective and efficient way. Data engineers usually find patterns and relationships after analyzing the data with the assistance of data mining and machine learning techniques. However, an issue named curse of dimensionality can be found in high-dimensional data which may mislead the learning phase of machine learning techniques. To achieve the desired performance in a variety of application domains (e.g., bioinformatics, life science, health care, and cyber security), the high-dimensional data often need to be pre-processed before applying machine learning techniques [1]–[4]. One of such data pre-processing techniques is feature selection.

Feature selection is the process of identifying informative features and eliminating the noisy and un-useful features from the original feature set. Over the years, several feature selection methods have been proposed which can be broadly grouped into two types namely wrapper and filter method. The wrapper methods search for an optimal feature set based on a specific machine learning technique [5]–[7]. And thus, this feature selection procedure is highly dependent on the nature of the machine learning technique. On the contrary, filter methods use statistical approaches to measure the dependency between feature and target, and
the relations among features [8]. Among the filter methods, mutual information based feature selection approaches (such as minimum-redundancy maximum-relevance [9], Joint mutual information [10], mDSM [11], min-redundancy and max-dependency) [12] and distance-based approaches (such as ReliefF [13], spatially uniform ReliefF (SURF) [14], multiple threshold spatially uniform ReliefF (MultiSURF) [15], modified relief (mRelief) [16], statistical inference relief (STIR) [17]) have gained more popularity as these methods can capture both linear and non-linear relationship among the features.

The limitation of mutual information based methods are observed in capturing feature interaction whereas distance methods efficiently handle it both in binary and multiclass problems [11], [18]. Distance methods consider all the features of a particular (target) instance at a time and compute the distance between that target and other instances [13], [16], [19]–[21]. Instead of considering all other instances, these methods apply k-nearest neighbor (kNN) search strategy. With the assistance of k closest neighbors of an arbitrary instance In, the density of In, denoted by p(In), can be estimated using (1) where N is the total number of instances and V is the volume.

\[ p(In) = \frac{k/n}{V} \]  

(1)

The density, p(In), can be approximated in two ways. A way is to fix the number of neighborhood instances (k) and find the volume (V) that contains k points inside. Another way specifies the volume (V) and determines the number of points (k) inside V. Instead of p(In), we are more interested in approximating the posterior p(yn|In) where yn is the actual class label of In. This posterior gives the assurance of similar data points belonging to the same class which can be expressed using (2).

\[ p(yn|In) \approx \frac{k_{n,y}}{\sum_{y} k_{n,y}} = \frac{k_{2}}{K} \]  

(2)

where \( k_{n,y} \) is the number of neighbors of In belonging in yn (same class as In), K is the total number of neighbors inside a fixed volume, \( I_n \leq K \), and \( n^{c} \) denotes the number of class labels.

However, probability approximation from \( k_{n}/K \) is somewhat questionable as it cannot explain the compactness of the same class instances as well as the diversity of different class instances. Probability approximation from distance will be more appropriate to measure compactness and disperseness. The distance-based methods such as ReliefF and mRelief calculate nearest hit and miss to estimate \( p(yn|In) \) and \( P(yn|In) \) respectively. Here, a hit is a neighborhood instance belonging to the same class as \( I_n \) and a miss is a neighborhood instance belonging to the other class from \( I_n \).

One limitation of k neighborhood search methods is that these methods often discard some informative instances as well as select some noisy instances to meet the condition of k. The traditional distance-based methods such as ReliefF and mRelief exhibit limitations as depicted in Figure 1(a), when dealing with distant instances (h4 and h5) relative to the target (T) in order to satisfy the condition of k (\( k = 5 \)). However, it is important to note that these instances do not provide meaningful information as these instances cannot assure the effective class separation for the target. Both kNN and threshold-based methods work fine in case of clearly separable scenarios which is rarely practical. Although threshold-based methods [14], [15] can accomplish informative instances by discarding the uninformative ones, these cannot prioritize the features in data overlapping scenario.

Let us consider Figures 1(b) and 1(c) where T is the target instance, h1, h2, h3 and m1, m2, m3, and m4 are hit and miss neighbors of T respectively. In Figure 1(b) miss neighbor m1 is inside hit data which indicates data overlap issue. In feature selection data overlapping problem should be addressed and therefore a solution should be provided for radius-based algorithms as shown in Figure 1(c). Let us consider the moves m1 and m2, depicted distinctly from the target as in Figure 1(c). The radius-based methods give importance in case of Figure 1(b) compared to Figure 1(c) although Figure 1(c) deserves higher score for its class separability.

To address the data overlapping issue, mRelief has been proposed. However, it selects a fixed kNN which might consider uninformative instances for feature performance estimation. Besides this, most of the aforementioned methods are feature ranking methods and depend on the user input to adjust the number of features. Addressing these aforementioned issues, a new distance-based feature subset selection method named Overlapping conscious MultiSURF (OMsurf) has been proposed in this paper having the following key contributions. i) OMsurf introduces a reward and penalty mechanism to handle data overlapping while ranking features; ii) Rather than only ranking the features, OMsurf selects an optimal feature subset from top ranked features; and iii) Rigorous experiments on numerous datasets are performed to demonstrate the superiority of OMsurf over the existing state-of-the-art methods.
2. METHOD

The primary objective of the proposed method is to select a subset of features having the capability of discriminating actual class. Our proposed OMsurf is a class overlap conscious distance-based method prioritizes and selects discriminating feature subset. In this section, the major two parts of OMsurf namely prioritization of features, and feature subset selection will be described.

2.1. Prioritization of features

Feature prioritization is considered as an initial step of feature selection process. The objective is to minimize the within class scatter and increase between class scatter in the neighborhood section using (3).

$$S[f_k] = S[f_k] + \frac{1}{N} \left( \frac{1}{|M_n|} \sum_{c=1,c\neq y_n}^{n^c} \frac{|M_c|}{|M_n|} \Delta(I_n(f_k), M_n(f_k)) - \frac{1}{|H_n|} \Delta(I_n(f_k), H_n(f_k)) \right)$$

(3)

where \(n^c\) is the number of classes, \(|\cdot|\) counts the number of hit and miss instances and \(\Delta(\cdot)\) measures the distance between two vectors, \(f_k\) denotes the \(k^{th}\) feature of a feature vector. In relation to the problem addressed in Figure 1, a new feature weighting technique has been introduced where features with overlapping data will get penalty and non-overlapping data will get reward. The concept of reward is defined in order to raise the feature weight based on exemplary boundary where the boundary is defined as the absolute difference between the max hit boundary with the standard deviation of hit distances (as can be seen in Figure 1(c)). The penalty term is defined based on the number of miss inside hit and total number of miss instances. The definition of reward and penalty can be stated as follows.

Definition 1. Reward measures the presence of target class instance in the exemplary boundary with respect to the overall count of hit instances which is defined in (4).

$$R_n = \frac{|H_{\text{exemplar}}|}{|H_n|}$$

(4)

where \(|\cdot|\) denotes the cardinality of a vector, \(H_n\) denotes a vector containing the hit instances of an instance \((I_n)\) and \(H_{\text{exemplar}}\) represents the vector of hit instances located within the exemplary boundary.

Definition 2. Penalty measures the number of overlapping miss instances in the exemplary boundary in relation to the total number of miss instances which is defined in (5) where \(M_{\text{exemplar}}\) represents the miss instances located inside the exemplary boundary.

$$P_n = \frac{|M_{\text{exemplar}}|}{|M_n|}$$

(5)

By incorporating reward and penalty in (3), we propose a scoring mechanism for feature ranking which is defined in (6) and (4) is formed such a way that the greater value of reward assigned to a feature (indicating the compactness of hit instances) will lead to a large value in feature score.

$$S[f_k] = S[f_k] + \frac{1}{N} \left( \frac{1}{|M_n|} \sum_{c=1,c\neq y_n}^{n^c} \frac{|M_c|}{|M_n|} \Delta(I_n(f_k), M_n(f_k)) \times R_n - \frac{1}{|H_n|} \Delta(I_n(f_k), H_n(f_k)) \times P_n \right)$$

(6)
Besides, an increased penalty value (measuring the overlapping situation) will result in the reduction of the overall feature score. After computing all the feature scores, scores are sorted in a descending order to obtain the ranked feature set (F₁). The detailed approach of feature prioritization is given in Algorithm 1.

Algorithm 1. Prioritization of features
Input: Instances I={I₁, I₂, ..., Iₙ}, features, F={f₁, f₂, ..., fₚ} and label, Y={y₁, y₂, ..., yₙ}
Output: Ranked feature set, (F₁)

1: Set each kth feature score, S[fₖ] = 0
2: for n = 1 to N do
3:       Hₙ ← Φ, Mₙ ← Φ
4:       Compute Θₙ following [15]
5: for j=1 to N do
6:     if yₙ = yᵢ then
7:         else
8:             Hᵢ ← Hᵢ ∪ Iₗ
9:             if yₙ = yᵢ then
10:            end if
11:     end if
12:     end for
13:     end for
14:     Compute S[fₖ] following (6)
15:     end for
16:     end for
17:     if yₙ = yᵢ then
18:         else
19:             Fᵢ ← sort S in descending order
20:         return Fᵢ
21:     end if
22: end for
23: return F₁

2.2. Feature subset selection
We utilize a greedy forward selection approach to select relevant features with class discrimination capability. Initially the top-ranked feature, denoted by F₁(1), is chosen into selected subset (F₁), and then the combined performance of remaining features in F'R are taken sequentially to measure their combined performance (F'R,k) following (7).

\[
S[F'R,k] := S[F'R,k] + \frac{1}{N} \bigg( \sum_{c=1, c \neq y_n}^{c} \left( \frac{1}{|M'_n|} \sum_{f_{R,k}} \left[ \frac{|f_{R,k}|}{|M'_n|} \right] \Delta \left( I_n(F'_R,k), M_n(F'_R,k) \right) \right) \times R_n \bigg) - \frac{1}{|M'_n|} \Delta \left( I_n(F'_R,k), H_n(F'_R,k) \right) \times P_n \bigg) \tag{7}
\]

When assessing the combined performance of a candidate feature fₖ and the already selected feature subset Fₘ for a target instance (i.e., S[Fₘ,k]), it obtains a higher score if its neighboring instances from the same class are in close proximity to the target, while instances from other classes remain distant from the target. We choose the feature fₖ in a way that maximizes the value of S[F'Rₖ,k], which enhances the class separability. The detail of the feature subset selection process is provided in Algorithm 2.

Algorithm 2. Feature subset selection
Input: Instances I={I₁, I₂, ..., Iₙ}, label, Y={y₁, y₂, ..., yₙ}, all features F, and ranked feature set, F₁
Output: Selected subset of feature, (Fₘ), where Fₘ ⊆ F

1: Fₘ ← F₁ (1)
2: Threshold value, α ← -
3: for k=2: |F| do
4:     for n=1 to N do
5:         Compute S[Fₘ,Fₙ,k] following (7)
6:     end for
7:     if S[Fₘ,Fₙ,k] > α then
8:         Fₘ ← Fₘ ∪ Fₙ,k, α ← S[Fₘ,Fₙ,k], F₁ ← Fₙ,k
9:     end if
10: end for
11: return Fₘ

3. RESULT AND DISCUSSION
In this section, we primarily present the experimental results. Before presenting the obtained results, we briefly describe the dataset used in this work for performance evaluation along with the experimental setup. Finally, we analyze the obtained result compared to existing state-of-the-art methods.

3.1. Dataset description and implementation detail
We use twenty benchmark datasets collected from UCI machine learning repository [22] that are widely used in the existing literature [20], [23], [24], to evaluate the performance of OMsurf and other existing state-of-the-art methods. A detailed description of datasets is given in Table 1 in the first four columns. The proposed OMsurf is compared with other distance-based methods such as ReliefF, SURF, SURF*, MultiSUREF (M.SURF*), MultiSUREF (M.SURF) and mRelief to show the excellency of OMsurf.
Table 1. Accuracy comparison of proposed OMsurf and other existing state-of-the-art methods. Bold faces represent the overall best performing method for a particular dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Instance</th>
<th>feature</th>
<th>class</th>
<th>ReliefF SURF</th>
<th>SURF*</th>
<th>M.SURF*</th>
<th>M.SURF</th>
<th>mRelief</th>
<th>OMsurf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepatitis</td>
<td>80</td>
<td>19</td>
<td>2</td>
<td>77.78</td>
<td>74.44</td>
<td>81.11</td>
<td>81.11</td>
<td>74.44</td>
<td>77.78(6)</td>
</tr>
<tr>
<td>Appendicitis</td>
<td>106</td>
<td>7</td>
<td>2</td>
<td>82.50</td>
<td>80.00</td>
<td>80.00</td>
<td>85.83</td>
<td>80.83</td>
<td>87.50(6)</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>96.00</td>
<td>96.00</td>
<td>96.00</td>
<td>96.00</td>
<td>96.00</td>
<td>96.00(4)</td>
</tr>
<tr>
<td>Hayes-Roth</td>
<td>160</td>
<td>4</td>
<td>3</td>
<td>51.00</td>
<td>51.11</td>
<td>51.11</td>
<td>53.33</td>
<td>53.33</td>
<td>51.67(3)</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>96.50</td>
<td>97.00</td>
<td>97.89</td>
<td>96.84</td>
<td>98.95</td>
<td>97.37(11)</td>
</tr>
<tr>
<td>Parkinsons</td>
<td>195</td>
<td>22</td>
<td>2</td>
<td>84.50</td>
<td>84.50</td>
<td>84.50</td>
<td>84.50</td>
<td>84.50</td>
<td>85.00(11)</td>
</tr>
<tr>
<td>Sonar</td>
<td>195</td>
<td>22</td>
<td>2</td>
<td>75.00</td>
<td>77.27</td>
<td>78.64</td>
<td>78.64</td>
<td>75.45</td>
<td>75.00(18)</td>
</tr>
<tr>
<td>Newthyroid</td>
<td>215</td>
<td>5</td>
<td>3</td>
<td>96.36</td>
<td>96.36</td>
<td>96.36</td>
<td>93.18</td>
<td>96.36</td>
<td>94.55(3)</td>
</tr>
<tr>
<td>SpectHeart</td>
<td>267</td>
<td>44</td>
<td>2</td>
<td>78.93</td>
<td>80.00</td>
<td>79.64</td>
<td>79.64</td>
<td>77.86</td>
<td>78.57(13)</td>
</tr>
<tr>
<td>Cleveland</td>
<td>297</td>
<td>13</td>
<td>5</td>
<td>54.38</td>
<td>51.88</td>
<td>51.88</td>
<td>51.88</td>
<td>54.38</td>
<td>55.31(10)</td>
</tr>
<tr>
<td>Ecoli</td>
<td>336</td>
<td>7</td>
<td>8</td>
<td>83.00</td>
<td>83.63</td>
<td>82.63</td>
<td>83.16</td>
<td>83.16</td>
<td>83.16(6)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>34</td>
<td>2</td>
<td>83.61</td>
<td>80.83</td>
<td>80.83</td>
<td>80.83</td>
<td>80.83</td>
<td>85.00(16)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>358</td>
<td>34</td>
<td>6</td>
<td>96.84</td>
<td>97.37</td>
<td>97.63</td>
<td>97.63</td>
<td>97.63</td>
<td>95.50(15)</td>
</tr>
<tr>
<td>Led7digit</td>
<td>500</td>
<td>7</td>
<td>10</td>
<td>69.64</td>
<td>69.82</td>
<td>69.82</td>
<td>68.00</td>
<td>69.82</td>
<td>66.55(7)</td>
</tr>
<tr>
<td>Wdbc</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>96.55</td>
<td>97.41</td>
<td>96.55</td>
<td>96.55</td>
<td>95.79</td>
<td>97.07(14)</td>
</tr>
<tr>
<td>Australian</td>
<td>690</td>
<td>14</td>
<td>2</td>
<td>87.57</td>
<td>87.57</td>
<td>69.14</td>
<td>69.14</td>
<td>87.57</td>
<td>87.14(9)</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>73.40</td>
<td>75.19</td>
<td>75.19</td>
<td>76.66</td>
<td>75.32</td>
<td>75.58(6)</td>
</tr>
<tr>
<td>Breast</td>
<td>900</td>
<td>30</td>
<td>2</td>
<td>96.21</td>
<td>96.72</td>
<td>95.86</td>
<td>95.86</td>
<td>96.55</td>
<td>96.03(13)</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>1473</td>
<td>9</td>
<td>3</td>
<td>44.77</td>
<td>46.64</td>
<td>46.78</td>
<td>46.78</td>
<td>51.34</td>
<td>51.75(5)</td>
</tr>
<tr>
<td>Yeast</td>
<td>1484</td>
<td>8</td>
<td>10</td>
<td>58.63</td>
<td>58.63</td>
<td>58.63</td>
<td>58.30</td>
<td>58.30</td>
<td>57.84(7)</td>
</tr>
<tr>
<td>Win/tie/loss</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>17/21</td>
<td>17/21</td>
<td>16/22</td>
<td>15/23</td>
<td>15/32</td>
<td>-</td>
</tr>
</tbody>
</table>

To evaluate performance, we use accuracy as performance metric. However, accuracy alone cannot determine the excellency of feature subset selection method [11]. For better performance approximation, a new measure called \(Score\) is computed from accuracy and number of selected features which is defined in (8).

\[
Score = \alpha \times \frac{|F|-|F_3|}{|F|} + \beta \times Accuracy
\]  

(8)

where \(|F|, |F_3|\) and \(\alpha, \beta\) are the number of total features, selected features and tuning parameters respectively. Here, we use \(\alpha = \beta = 0.5\) to give equal importance on both number of selected features and accuracy.

3.2. Result analysis

The classification accuracy of OMsurf and competitive state-of-the-art methods are reported in Table 1 along with the number of selected features. Note that, the number of features for competitive method are kept same as OMsurf except mRelief as it is feature subset selection method. The last line of Table 1 presents win/tie/loss which indicates the number of datasets in which OMsurf performs better, equal, and worse than the compared method respectively. From Table 1, it can be observed that OMsurf performs better in 15 datasets and worse in two datasets compared to MultiSURF and mRelief in least case, whereas OMsurf has won in 17 cases and defeated in only one dataset in the best case compared to ReliefF and SURF. In a few cases, OMsurf performs a bit lower compared to state-of-the-art methods.

To understand the class separability, we consider the t-distributed stochastic neighbor embedding (tSNE) visualization of Pima dataset illustrated in Figure 2. Figure 2(a) depicts the two-dimensional representation of Pima dataset using tSNE in the original feature space, encompassing all available features. Conversely, Figure 2(b) illustrates the dataset using tSNE within the selected feature space after applying OMsurf. We can see that Pima has a substantial amount of data overlapping between classes in the original space. In contrast, OMsurf selects only four features from the original feature space and discards the noisy features. In this way, OMsurf achieves a better class separability that can be clearly observed in Figure 2(b). OMsurf achieves a better performance compared to ReliefF, and mRelief. As kNN based methods such as ReliefF and mRelief have to select a fixed number of neighbors to meet the value of \(k\), these methods may select less informative distant instances. On the contrary, OMsurf finds neighbors from a short distance by employing a radius-based approach which leads it to enhance class separability.
As we have previously mentioned, only accuracy cannot determine the excellence of feature subset selection method. In Table 2, we report the average ranking of feature subset selection based on score defined in (8) that measures the quality of a feature subset selection method. Analyzing Table 2, we find that \textit{OMsurf} achieves the highest rank (as minimum rank is the highest rank) for achieving better performance using optimal feature subset. \textit{mRelief} is the closest competitor of \textit{OMsurf}. Although \textit{mRelief} selects less features in many cases compared to \textit{OMsurf}, \textit{mRelief} discards some informative features which is a reason of the compromise of its performance. And thus, \textit{OMsurf} can be considered superior over it.

![Data visualization using tSNE](image)

**Figure 2.** Data visualization using tSNE [25] for Pima dataset (a) before applying \textit{OMsurf} and (b) after applying \textit{OMsurf}; class-1 and class-2 represent the two classes

| Table 2. Average ranking of methods based on score |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \textit{OMsurf} | \textit{mRelief} | \textit{M.SURF} | \textit{ReliefF} | \textit{SURF} | \textit{SURF}* | \textit{M.SURF}* |
| Score           | 0.5818          | 0.5804         | 0.5750         | 0.5734         | 0.5732         | 0.5701         |
| Rank            | 1               | 2              | 3              | 4              | 5              | 6              |

4. CONCLUSION

In this article, we have proposed \textit{OMsurf} which is an overlapped conscious distance-based feature subset selection method. The objective of this method is to prioritize features based on their relevance, and class separation capability. To achieve this, a mechanism applying the concept of reward and penalty is introduced as feature weighting techniques. Finally, \textit{OMsurf} finds the optimal feature subset based on combined feature performance. The experimental results over twenty datasets show the superiority of \textit{OMsurf} over existing state-of-the-art methods where \textit{OMsurf} outperforms in most datasets. However, \textit{OMsurf} suffers in case of large sample size data due to computing pairwise distances for all instances. To deal with large sample size data, sample selection techniques can be introduced which will be addressed in future.
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