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ABSTRACT

Understanding people’s emotions and orientations attracts researchers nowadays. Current personality detection research concentrates on models such as the big five model, the three-factor model. The Enneagram is deeper than these models for providing a comprehensive view. This theory is a unique personality model because it illustrates what drives human behavior. This recognition helps in building smarter recommendation systems and intelligent educational systems. Enneagram personalities are realized through a long questionnaire-based test. People are not concerned about doing a test because it is time-consuming. A proposed case study employs Twitter’s text to detect Enneagram personality because it requires no time or effort. The proposed case study is based on an approach that uses a combination of ontology, lexicon, and statistical technique. This proposed case study uses the biography description text and 40 tweets of a Twitter profile text. The highest probability percentage is peacemaker personality which is 15.58%. This result means that the identified personality is the peacemaker. The outcome is equivalent to the determination of the Enneagram’s specialized people. This result promises more positive outcomes. This is the first automated approach to determine the Enneagram from text.
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1. INTRODUCTION

Personality detection attracts researchers nowadays. The availability of huge volumes of data in fields like psychology, text mining, machine learning, and natural language processing motivates academics to conduct studies to discover people’s sentiments [1]. Identifying the personality can benefit many domains. Recommendation systems are greatly helpful by understanding people’s behavior and preferences because it enables us to greatly enhance it [2]. Personality helps recognize the person’s directions, likes, and preferences on social platforms. This knowledge aids in attracting more users and bringing in extra advertisements. The huge quantity of text created by users has motivated the development of author profiling [3]. Personality identification aids in selecting the right candidate in the job hiring process. This awareness can give an insight into the person’s abilities which is compared to the job qualifications.

The personality assessment test is a method to decide the personality. Humans have no enthusiasm for doing a test because it is time-consuming. People are unwilling to complete a questionnaire since it is inconvenient and time-consuming [4]. There are other disadvantages to the assessment. The main concern when conducting a personality test is that responders prefer to answer in a faking manner with artificial responses [5]. Identifying the personality is a complex mission because it demands the knowledge of the
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specialized. Natural language understanding makes the task more complex. Personality recognition is gaining popularity in a variety of contexts including social media, robotics, speech processing, and human computer interaction [6]. Social media is playing a crucial role nowadays. Digital footprints can indicate personality traits. It can also be used as a quick method of survey with lower fees and larger population support [7]. There are other benefits of social media. Crowd behavior analysis utilizes social media users’ information [8]. Personality defines the attributes of the person’s characteristics. There are many personality models: the Myers-Briggs type indicator (MBTI), the three-factor model, the big five model, and Enneagram.

The Enneagram is a personality theory that understands human behavior at a depth level. The Enneagram is a mapping of human nature’s nine personality types and their mutual relationships [9]. This personality model consists of nine types: reformer, helper, achiever, individualist, investigator, loyalist, enthusiast, challenger, and peacemaker. This personality model demonstrates fears, desires, features, motivations, and problems for the nine personalities. The main advantage of the Enneagram is describing what drives human behavior. It can teach a person about his/her strengths, weaknesses, and aim for his/her growth [10]. This personality model is more personal than other models. Many universities in the United States are studying the Enneagram in psychology, education, medicine, business, and arts [11].

There are many other benefits. It is a useful tool for improving friends, family, and workplace relationships [12]. It also helps the counselor. It assists the counselor in detecting client behavior which enhances development and recovery [13]. Psychological assistance is vital in helping a patient’s recovery. Since 1970, psychiatrists have utilized the Enneagram [14]. Knowing this model as fast as possible aids in recovery in less time. In education, a useful tool for overall student development is the Enneagram [15]. Personality detection by the analysis of social platforms is a recent research domain in machine learning [16]. There are multiple drawbacks of machine learning in consistency, transparency, and dependability. These difficulties are especially important in the natural language processing area which prohibits artificial intelligence from obtaining human-like performance [17].

The Enneagram personality detection approach consists of four main stages: text preprocessing, feature extraction, feature selection, and personality detection. Text preprocessing purpose is to prepare the text and remove unimportant information. Feature extraction transforms preprocessed text into word-based features. Feature selection is to pick the personalities’ relevant features. This stage is performed using the saurus English lexicon [18] and Enneagram ontology [19], [20] The personality detection phase uses a statistical technique to calculate the personality’s probability distribution for each one. The largest probability percentage is the detected personality [21]. The approach uses Twitter Text. Twitter is a large platform that provides a huge quantity of text. Twitter is a great chance to study naturally the people’s attitudes [22]. The proposed case study is applied to the public profile Twitter account of Morgan Freeman [23]. Probability distributions for each personality are calculated and resulted in 15.58%, 12.12%, 11.90%, 11.69%, 11.47%, 11.04%, 9.96%, 9.52%, and 6.71%. The largest percentage is 15.58% among personalities that is the peacemaker. The result analysis is that the peacemaker is the personality of this profile. This conclusion is identical to the Enneagram expert’s analysis [24].

This paper contains several sections: the related work, the method, the proposed personality detection case study, the result, and the conclusion. The related work demonstrates recent work done on personality detection. The method describes the approach for Enneagram personality. The proposed personality detection case study demonstrates the details of the proposed case study. The result section demonstrates the result and the case study positive outcomes. The conclusion section summarizes the approach, case study, and the result inference with future direction.

2. RELATED WORK

For detecting personality from text, two strategies have been used: a machine learning technique and text linguistic properties method [25]. Recent research has used different machine learning techniques to identify personality. Different machine learning techniques are employed like unsupervised estimation and deep learning. The big five personality model is utilized in the major of the systems. The future directions are enhancing performance by using other techniques, more features, advanced language processing, testing on various platforms, more efficient parsing, and better preprocessing techniques as shown in Table 1.

There are several approaches in text for extracting personality characteristics. Several methods employ a closed-vocabulary technique having psycholinguistic tools, while others employ an open-vocabulary one. Most personality prediction research requires a dataset to execute supervised learning and obtaining social media users’ personality traits dataset has a high cost. Present personality prediction can be improved in many directions like using more appropriate algorithms or preprocessing approaches to obtain greater accuracy and implementing additional personality models [26]. Artificial recognition of personality from text is a hard mission. This domain research is still challenging and needs a lot of enhancements.
Table 1. Related work

<table>
<thead>
<tr>
<th>Description</th>
<th>Technique</th>
<th>Personality model</th>
<th>Future direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personality detection system was presented that integrates questionnaire-based and text-based techniques [27].</td>
<td>Unsupervised estimation</td>
<td>Big five personality model</td>
<td>• Develop more advanced natural language processing models.</td>
</tr>
<tr>
<td>Two attention architectures for incorporating emoji and textual information in personality identification were presented [28].</td>
<td>Deep learning architecture</td>
<td>Big five personality model</td>
<td>• Evaluate other systems different from personality.</td>
</tr>
<tr>
<td>Personality identification system was proposed.</td>
<td>Ontology and five algorithms (sentence processing, database saving, csv processing, radix tree conversion model, and trait estimation)</td>
<td>Big five personality model</td>
<td>• Incorporate visual features to improve performance.</td>
</tr>
<tr>
<td>A dictionary system is developed [29]–[31].</td>
<td></td>
<td></td>
<td>• Test models on more social datasets.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Use other learning models to improve performance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Use a better parsing algorithm to get more accurate results.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Add more words to the platform’s corpus from various social media platforms.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Give weights to classified words instead of the word’s frequency only.</td>
</tr>
</tbody>
</table>

3. METHOD

The applied language is the English language. Google Colab is used as a development platform. The used programming language is Python. There are many applied libraries: text preprocessing python package, TextBlob, Keras text tokenizer, OwlReady2 and Tweepy. Text preprocessing step packages are text preprocessing package, TextBlob and Keras text tokenizer. Ontology access is utilized by the OwlReady2 package. Tweepy is applied to access Twitter. The experiment is performed on 16.0 GB RAM, 64-bit system type and Intel(R) Core (TM) i7-1065G7 CPU.

Tweets are selected as input to the personality detection approach. The approach utilizes both the Enneagram ontology [19], [20] and the English Lexicon [18]. Enneagram ontology represents Enneagram knowledge. The English lexicon enhances the vocabulary seeds. The general approach is shown in Figure 1.

![Figure 1. Personality detection model](image)

The personality detection approach composes of several phases: text pre-processing, feature extraction, feature selection, and personality detection. The text pre-processing target is to remove unnecessary information from the text. The text pre-processing step includes text cleaning, text normalization, stemming, and lemmatization. Text cleaning involves the removal of hashtags, Twitter handlers, numbers, extra space, stop words, uniform resource locators (URLs), emails, punctuation, and special character. Text normalization composes of checking the spelling, normalizing Unicode, and lower-case folding. The last one is stemming and lemmatization words. All steps are shown in Figure 2.

![Figure 2. Text preprocessing phase](image)
In feature extraction, this stage’s purpose is to obtain the qualifying features. The text is required to be converted to features. First, the preprocessed text is tokenized. Second, the tokenization is transformed into a bag of words. It contains the words as features and their relevant occurrences count.

Feature selection is vital to pick the important features. The Enneagram ontology [19], [20] and the thesaurus English lexicon [18] are both used in word-based feature selection. Ontology supplies knowledge of a domain [32]. The English lexicon enhances the vocabulary. It enriches the initial lists with equivalent words. The new word lists are formed from the initial lists which are extracted from the ontology and the equivalent words from the English lexicon. Each list is relative to one of the nine personalities. Then, the nine final word lists are preprocessed. The features are chosen from the pre-processed final words lists that are found in the bag of words. Nine bags of words are formed from the intersection between nine lists and a bag of words of the main text as shown in the next Figure 3.

![Nine Lists of Words](image)

Figure 3. Word-based feature selection

Personality detection is applied to identify the nine distinct personalities. The goal of this stage is to detect the Enneagram personality. The total occurrences count for each bag of words is computed to determine the personality distribution. Every personality bag of words contains words that belong to the personality and count occurrences in the main text. The probability for a personality equals the sum of a personality bag of words occurrences count divided by the sum of word occurrences count for all personalities. Enneagram’s personalities probability distribution is computed for each of the nine personalities. The highest probability distribution for a personality means that it is the detected one [21].

4. PROPOSED PERSONALITY DETECTION CASE STUDY

The proposed case study is applied to the public profile Twitter of Morgan Freeman [23]. The case study contains the biography description text and 40 tweets. The data are available here [33]. The procedure for the approach contains four steps. The steps include text pre-processing, feature extraction, feature selection, and personality detection. In the text pre-processing phase, the unnecessary text is removed. Also, the text is prepared for the next stage. The description and 40 tweets are preprocessed. The pre-processing involves removing emails, URLs, hashtags, Twitter handler, punctuations, stop words, extra spaces, special characters, and numbers. Text preprocessing also consists of lower-case folding, normalizing Unicode, checking the spelling, stemming, and lemmatization. The preprocessed text is available here. The text is ready for the next phase.

In the feature extraction phase, this stage’s target is to convert preprocessed text to word-based features. The preprocessed description text and preprocessed 40 tweets are tokenized. Then, the tokenization is transformed into a bag of word-based features. The bag of words contains words in the text and the occurrences count of each of these words. There are many words and their counter occurrences like prison: 12, friend: 7, thank: 6, year: 6, new: 5, love: 4. For example, the love word is found in the preprocessed text 4 times. The details are shown in the next Figure 4.

In the feature selection phase, the objective of this phase is to elect the right candidate features. The election criteria are based on the Enneagram ontology and the English lexicon. The word list is created from the Enneagram ontology. Using the English lexicon, the list of words is updated with equivalent words. Then, the final word list is pre-processed. The features are selected from the bag of words using the final words list.

Personality detection is the last phase. The purpose of this stage is to identify a person’s personality. The personality’s words count occurrences are calculated for the nine personalities. Enneagram personalities’ probability distributions are computed. The highest probability distribution personality is the desired one.

---
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The largest percentage distribution is the peacemaker which is 15.58%. This result indicates that the profile’s personality is the peacemaker. This result matches the determination of the Enneagram’s experts [24].

5. RESULT AND DISCUSSION


The highest probability distribution is the peacemaker personality with 15.58%. The result states that the profile personality is a peacemaker. The outcome matches the Enneagram experts’ analysis [24]. This result drives us to the conclusion that the approach can determine the Enneagram’s personality. The integration of the Enneagram ontology, English lexicon, and statistical technique are qualified for detecting personality. The author’s profile text gives the direction of his/her personality.

Current research on personality detection utilizes the MBTI, the big five model, and the three-factor model. Enneagram is more difficult and deeply perceives the personality. Other personality models assess specific traits without providing insight into behavior’s motivation. The Enneagram not only outlines all
personality characteristics but also provides every personality’s deeply rooted patterns of thoughts, feelings, and behaviors [34]. This is the first Enneagram personality detection approach. This approach encourages more research in Enneagram personality detection. In the future, applying Enneagram personality identification will lead to many benefits. This minimizes time and effort for knowing their personality.

<table>
<thead>
<tr>
<th>Personality type</th>
<th>Selected features</th>
<th>Probability percentage</th>
</tr>
</thead>
</table>

Automated Enneagram personality detection has an impact in different areas like recommendation systems, psychiatrists, psychologists, education. In recommendation systems, this identification recognizes the likes and dislikes of the person’s profile which enhances the commercial advertising. Better recommendation systems that can act in human-like performance. Quick recognition helps the psychiatrist and psychologist to give the desired assistance to patients in less time. It can also be applied in education to provide support for students to raise their achievements. Enneagram can enhance postgraduate education, professional connections, and boost motivation during tough patient care situations [35].

The result cannot demonstrate the level of accuracy of the approach. The case study investigates a single profile that does not give the big picture. Other personalities are required to explore. More case studies need to be discussed. Different profiles with different personalities are also needed. Various profiles will be analyzed to determine the level of accuracy.

6. CONCLUSION

An Enneagram personality identification case study is proposed. The public Twitter profile text is analyzed which contains a biography description and 40 tweets. The steps of the approach are multiple: text preprocessing, feature extraction, feature selection, and personality detection. The main goal of text preprocessing is to clean the text from unimportant and additional text. Feature extraction obtains words from text as word-based features. The purpose of feature selection is to elect the right features with the
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combination of the Enneagram ontology and the English lexicon. The personality detection phase uses probability distribution across personalities. The largest value of the probability distributions is the desired personality.

According to the proposed case study, text pre-processing contains normalization, cleaning, lemmatization, and stemming. Feature extraction includes tokenization and bag of words representation. Feature selection is based on the list of words and bag of words. Personaliﬁcations lists are formed from Enneagram ontology and English Lexicon. Personality-related features are chosen from the personality-related list of words and found in the bag of text. Personality detection is applied based on calculating the personalities’ probability distributions. The probability distributions for each personality from the highest to the lowest are peacemaker: 15.58%, individualist: 12.12%, reformer: 11.90%, achiever: 11.69%, investigator: 11.47%, enthusiast: 11.04%, helper: 9.96%, loyalist: 9.52%, and challenger: 6.71%. The highest probability distribution is 15.58%. This percentage belongs to the peacemaker personality. This result inferred that the proﬁle personality is the peacemaker personality. This result matches the Enneagram experts’ conclusion.

This is the ﬁrst Enneagram personality detection approach. Past research focused on other personality models. The Enneagram provides a deeper understanding because it illustrates the person’s desires, motivations, and fears. The case study result is identical to the Enneagram’s expert analysis. The output indicates a positive direction. This system can help recommendation systems, education, psychiatrists, psychologists, and physicians instead of applying the test. This paper is a gate and encourages more investigation in this domain.

In the future, the approach will be applied to more case studies and results. Another future enhancement, a system will be developed that can infer the person’s personality in unhealthy and healthy conditions. Unhealthy conditions may lead to suicide attempts or/and personality disorders. Different approaches will be implemented to compare the outcomes.
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