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ABSTRACT
Modern life is strongly associated with the use of cars, but the increase in acceleration speeds and their maneuverability leads to a dangerous driving style for some drivers. In these conditions, the development of a method that allows you to track the behavior of the driver is relevant. The article provides an overview of existing methods and models for assessing the functioning of motor vehicles and driver behavior. Based on this, a combined algorithm for recognizing driving style is proposed. To do this, a set of input data was formed, including 20 descriptive features: About the environment, the driver's behavior and the characteristics of the functioning of the car, collected using OBD II. The generated data set is sent to the Kohonen network, where clustering is performed according to driving style and degree of danger. Getting the driving characteristics into a particular cluster allows you to switch to the private indicators of an individual driver and considering individual driving characteristics. The application of the method allows you to identify potentially dangerous driving styles that can prevent accidents.
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1. INTRODUCTION
The accelerated development of road transport creates serious problems for society in terms of social, economic and environmental costs. The growing trend towards an increase in the level of urbanization leads to an increase in the density of car traffic in cities, while the quality of driver training does not always correspond to the proper level. All this leads to an increase in accidents involving road transport. According to the World Health Organization (WHO), road traffic crashes cause 1.3 million annual deaths and 50 million injuries worldwide [1]. At the same time, the relationship between driver behavior and driving style can be one way to predict and reduce accidents. This relationship should take into account the current traffic situation.

The increase in acceleration and maneuverability of modern vehicles leads to the fact that drivers develop a dangerous driving style, often not conscious of them. Under these conditions, the use of a traffic analysis system allows to monitor the behavior of the driver and warn of his aggressive behavior. Taking into account the specifics of driver behavior and current traffic, the system can create recommendations for the driver. These actions of the system will help to make traffic on the roads safer and improve a person's driving skills.

Over the past decades, various methods and models have been proposed to describe and evaluate the traffic situation. In study [2], three basic elements of the driving process were studied: The driver, the...
vehicle, the road environment and their interaction. It is shown that the system of monitoring and driving assistance improves the quality of driving by collecting and processing data received from sensors.

In study [3], [4], a framework for driving style analysis based on the Bayesian non-parametric approach is presented. Wang et al. [3] using a hidden semi-Markov model to extract driving patterns that uses multivariate time series traffic data, providing a semantically interpretable way to analyze driver behavior and driving style. Han et al. [4] presented method uses the Euclidean distance of each pair of elements in the feature vector, classifying the driving style into seven levels from normal to aggressive.

The problem of vehicle collision recognition is considered in [5]. The method uses the characteristics of the vehicle trajectory, including acceleration, relative velocity, and relative distance. Discrete Fourier transform (DFT) and discrete wavelet transform (DWT) are used for processing. The use of the support vector machine over the vector of input characteristics showed that the method outperforms others with an accuracy of 91.7% due to the extraction of objects by the method of DWT.

The study [6] shows the relationship between driving style and scenario and the fuel consumption of a conventional vehicle. It is shown that fuel consumption for conventional vehicles is 13% lower in quiet city driving, but almost 34% higher in unstable highway traffic compared to standard driving cycles. If the driving cycle is predicted and used to adjust the power distribution in a hybrid electric vehicle, then its fuel consumption can be reduced by up to 12% in urban driving.

There are works devoted to the consideration of the driving style of unmanned vehicles. Articles [7], [8] consider various strategies for the behavior of autonomous vehicles in a changing environment. Studies [7], [9] are devoted to the assessment of trust in the exchange of information between vehicles. Studies [10]–[12] continue the topic of assessing driving style, but in the key of its impact on traffic safety. The indicators characterizing the driving style in [10], [11] are ranked according to a hierarchical structure and allow to identify ambiguity in the driver's thinking style, which affects safety. The multilevel models of driving style assessment described in [12] take into account behavioral aspects (driver's emotions and driver's condition) to ensure greater safety and comfort.

The methods of classifying driving style presented in Table 1 have shown that the assessment of driving style is incomplete. Thus, the main problem is to assess the degree of influence of the dynamics of environmental change on the dynamics of driving style change. Identification of the most significant parameters of the environment and driving style will allow to form individual recommendations to the driver on the road. To solve this problem, we have developed a combined method for the selection of vehicles in the flow with the possibility of grouping their main characteristics of functioning into clusters. These clusters reflect driving style and identify the main features of dangerous driving. The developed method is presented in this paper.

The distinctive feature of the proposed method is the application of image processing algorithms together with the Kohonen network. With the help of image processing algorithms, we identify the "visual
field of the vehicle ahead”. With the help of the Kohonen network we cluster the main characteristics reflecting the driving style based on the obtained images and car performance characteristics.

The novelty of the approach presented in the paper is to consider the relationship between driver behavior and the environment by analyzing: i) a set of characteristics of the environment in the form of identification of objects, with the assessment of changes in their location by coordinates in space and ii) a set of characteristics of vehicle functioning. Deviation from the threshold values of both sets characterizes a dangerous driving style. The proposed approach demonstrates a deeper look at the dynamics of driving behavior under the influence of the environment.

<table>
<thead>
<tr>
<th>Table 1. Comparative analysis of existing methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>The Bayesian nonparametric learning method based on a hidden semi-Markov model (HSMM) [3], [4]</td>
</tr>
<tr>
<td>Vehicle collision recognition using DFT, DWT and statistical method [5]</td>
</tr>
<tr>
<td>Classification of driving based on the driver's thinking style [10]–[12]</td>
</tr>
<tr>
<td>Classification method based on support vectors [13], [18], [19]</td>
</tr>
<tr>
<td>Classification method based on neural network multi-layer perceptron (MLP) [14], CNN, long short-term memory (LSTM) network, and pre train-LSTM [15], [17], [20], random forest [16]</td>
</tr>
<tr>
<td>Application of self-organizing maps [21]</td>
</tr>
<tr>
<td>Classification method, which is enabled by ensemble learning [23]</td>
</tr>
<tr>
<td>Gaming model [24], [25]</td>
</tr>
</tbody>
</table>

2. METHOD FOR RECOGNIZING DRIVING STYLE BASED ON A SELF-ORGANIZING KOHONEN MAP

The ability to recognize the driving style depends on the characteristics of the vehicle, the parameters and data transmission channels between its elements, the psychophysical characteristics of the driver, as well as the dynamic change in the current state of the environment. It is assumed that the strategy of behavior when driving a motor vehicle is implemented in a way that ensures the maximum achievement of the goal pursued by the driver. In order to take timely measures to ensure road safety, it is necessary to determine possible scenarios for the behavior of drivers in a dynamically changing environment.

The purpose of the study is to identify features that can classify the driving style of drivers, taking into account various aspects of the traffic situation. The study aims to identify key characteristics of driver behavior that can be used to categorize their driving style depending on current road conditions. This approach provides a more accurate and adaptive classification of drivers, improving understanding of the impact of the road environment on their driving behavior. However, it is not always possible to apply the currently existing methods of assessing the road situation. For example, the method of estimating the parameters of the traffic flow in real time from video from unmanned aerial vehicles is difficult to apply to correct driving style due to delays introduced during signal transmission [26]. The method of assessing the road situation [27] is based on training on a set of stereo image data and does not allow dynamically making changes to the training data sets. The methods [28], [29] are based on lidar readings and cannot always objectively take into account the temporal stability of variable states.

To effectively solve the problem, taking into account time delays, it is recommended to use clustering methods, such as Kohonen networks [30]. This method allows you to group similar input data by quantitative characteristics. The use of the clustering device provides a more accurate and systematic selection of similar objects, which is useful when analyzing dynamic data in driving style recognition tasks. In this case, we can consider a set of objects-vehicles as [31]:

\[ S = \{s_1, s_2, ..., s_l\}, \]

where \( s_i \) is analyzed vehicle. The behavior of each driver of which is characterized by the vector.
\[ X = \{x_1, x_2, ..., x_n \}. \]

There is a need to build a set of clusters \( C \) and map a \( F \) set to a set \( C \), that is, \( F: S \rightarrow C \). The task of clustering by type of driving is to build a set:

\[ C = \{c_1, c_2, ..., c_k, ..., c_M \}, \]

where \( c_k \) is a cluster containing similar driving style objects from the set \( S \):

\[ c_k = \{s_i \in S \text{ and } d(s_i, s_j) < h \}. \]

\( h \) is a value that determines the measure of proximity for the inclusion of objects in one cluster, \( d_{ij} \) is a measure of proximity between objects, called distance.

The measure of proximity is a key characteristic. Because if the distance is \( d_{ij} \) less than a certain value \( h \), then the driving styles are considered close and are placed in one cluster. Otherwise, the driving styles are considered to be different from each other and they are placed in different clusters.

Dynamic changes in driving behavior, including braking, moving and stopping a vehicle on the road, require a corresponding change in the driving style of the vehicles behind. This leads to the classification of driving style taking into account its influence on the behavior of all road users. However, predicting the behavior of drivers only by changes in the road environment does not reflect the internal processes occurring in the functioning of the vehicle (e.g., sharp acceleration at short distance intervals). Under these conditions, it is reasonable to use an algorithm for recognizing driving style based on the assessment of environmental changes and vehicle functioning characteristics collected, for example, using OBD-2.

To solve the problem of assessing the environment and responding to it, it is possible to use stereo sensors or cameras that continuously collect images of the changing environment while driving on the road, allowing the generation of data vectors that uniquely identify changes in the road situation. This recognition process includes semantic segmentation, map generation and object detection. For this purpose, we propose an approach that consists of the following steps as shown in Figure 1.

![Figure 1. A combined method for recognizing driving style](image-url)

- A set of images of the current traffic situation is formed to identify moving vehicles.
- The resulting image is divided into N pixels, which allows further identification of nearby pixels belonging to the object.
- A set of objects is formed in the resulting image using the Detectron2 library, which provides the most advanced algorithms for detecting and segmenting objects in a photo.
d. A set of characteristics is formed that identifies the vehicle and determines the road situation based on the obtained images. An example is highlighting all available contours of vehicles on the map with the identification of their area in pixels, with an estimate of the ratio of the image area to the area of the contour of vehicles. To calculate the contour of a vehicle, the ratio \( P = M/N \) is used, where \( N \) is the total number of pixels in the photo; \( M \) is the sum of all unique pixels inside the boxes that characterize each car in the photo. Obviously, \( P \) belongs to the interval \([0, 1]\). This parameter is normalized and does not require any processing. It characterizes the level that reflects the traffic situation and the traffic density of vehicles. If there are many, then the coefficient will be high, otherwise low.

e. Formation of a data set that includes vehicle density and vehicle performance information collected using OBD-2.

f. Construction of basic driving style characteristics. For this purpose, it is proposed to use a self-organizing Kohonen map on the obtained dataset. This approach allows to realize the task of visualization and clustering of the main characteristics reflecting the driving style, as well as to identify their feature sets.

The neural network contains 100 functional radial basis function (RBF) modules organized as a 20x20 square lattice, with the Euclidean function allowing to estimate the proximity of the distance between the estimated parameters, random initialization and the Gaussian function \( h \). Note that the network operation algorithm includes five main processes shown in Figure 2. i) Formation of a set of characteristics and organization of data collection, including information about objects on the road and characteristics that reflect the functioning of the vehicle; ii) Preparation and processing of data; iii) Initialization of initial scales; iv) Learning; v) Evaluation of errors; and vi) Evaluation of the result.

![Figure 2. The method for recognizing driving style based on a self-organizing Kohonen map](image)

Consider in more detail each of the stages of the formation of a self-organizing Kohonen map:

Step 1: At the stage of forming a set of characteristics and organizing data collection, it is advisable to select and form vectors from several indicators of the functioning of the vehicle (up to 50 features). However, with this approach, problems arise in which it is difficult to combine a significant number of indicators into groups that make it possible to identify interrelations and patterns between them that reflect the driving style. The use of transformations on the collected data using Kohonen maps makes it possible not only to reduce the dimension of the vector of indicators, but also to suggest relationships between indicators located in the same area and/or in closely spaced cells. This allows to define areas that are responsible for a particular driving style, for example, "dangerous driving". To do this, from the space of characteristics that reflect the functioning of the vehicle, those that can identify a driving style violation are selected. It is advisable to collect data using the standard for presenting digital data on the state of OBD II vehicle components and systems (for example, speeding, sudden braking or changing lanes). Based on these data, a data vector is formed, which is fed to the processing stage.

Step 2: Data processing consists in finding and removing outliers in the analyzed sequence. Additionally, possible errors are searched and corrected, followed by preprocessing and normalization of the data. This process aims to ensure the accuracy and reliability of the data before further analysis of driving styles.

The first step is to evaluate the errors obtained during data collection. The most common errors are missing data (null sequence) and getting unlikely data values (for example, the angle of rotation of the car by 180 on a small-time scale). Their finding, with the subsequent correction of the data, is carried out at the stage of data preprocessing. Data preprocessing, if necessary, allows to establish relationships between neighboring values and correct them in case of distortion. On the other hand, data preprocessing can be used to form a convolution of various indicators obtained during data collection, in this case, it becomes necessary to normalize data, which may be different in terms of the characteristics taken:
\[ x_{IN} = \frac{x_i}{\sqrt{\sum_{m=0}^{n} x_i^2}} \]

where \( x_{IN} \) is the normalized component of the input vector; and \( x_i(t) \) is value of the input vector of characteristics.

Step 3: Initialization of initial weights. This stage is quite important because it can significantly affect the learning process. For example, if the weights are set incorrectly, it is possible to be in the local minimum of the learning algorithm (i.e., the neural network will learn incorrectly for some cases with fixing this result). The optimal choice of weights is the choice of random weights from a given interval. In our case, we use randomly generated weights from 0 to 1, that allows to train the model most accurately with unknown input data.

Step 4: Learning process. Learning takes place in steps at each of the iterations \( t \). During the training, the model adapts to new data and improves its ability to recognize driving styles. This stage is key to improving the efficiency and accuracy of the system, which ensures more accurate classification of drivers and higher resistance to changes in the road environment.

Step 4.1: The input vector is selected \( x_i(t) \) from the complete set of input data \( X \). To determine the "distance" between the input vector and the neuron \( M(t)_c \), the usual Euclidean distance is used:

\[ d(x_i, w_j) = \sqrt{\sum_{j=0}^{n} (x_i - w_j)^2}. \]

where \( w_j(t) \) weight is the node vector \( M(t)_c \). The neuron with the minimum distance is assigned the nearest one:

\[ d(x_i, w_j) = \min_{1 \leq i \leq n} (x_i, w_j) \]

Step 4.2: The neighborhood of the nearest neuron is calculated. To do this, we find all the neurons that lie no farther from our neuron than this distance. As a neighborhood function, it is possible to use the Gaussian function [32]:

\[ h_{c_j}(t) = \alpha(t) \exp \left( \frac{||r_c - r_i||^2}{2\sigma^2(t)} \right), \]

where \( \alpha \) is a training factor, monotonically decreasing with each subsequent iteration; \( r_c, r_i \) coordinates of nodes \( M(t)_c \) and \( M(t)_j \) on the map; \( \sigma \) a factor that reduces the number of neighbors with iterations. All neurons that fall into the specified area are subjected to a weight adjustment operation.

Step 4.3: Weight adjustment. The operation is necessary so that the weights of all nodes that are neighbors approximate the observation in question. For each neuron of the previous step, the operation is applied:

\[ m_j = m_j(t - 1) + h_{c_j} \cdot x_i(t) - m_j(t - 1). \]

Step 4.4: Refinement of training is a necessary step, since at the initial stage a sufficiently large value of the neighborhood of the nearest neuron is chosen, which allows one to arrange the vectors of neurons in accordance with the distribution of examples in the sample. Then there is a need to reduce this distance and the learning factor, proportionally with each iteration. To do this, it is advisable to use any decreasing functions, including the Gaussian function. To reduce the learning coefficient, it is possible to use a monotonically decreasing of the form:

\[ \beta(t) = \frac{A}{t}, \]

where is the \( A \) initial value of the learning coefficient.

It is possible to check the completion of the training cycle by generating a small value of the error functional defined in step 6. This allows you to evaluate the effectiveness and accuracy of the trained model at the refinement stage. It also helps to fine-tune the model to the current data, providing high accuracy and stability in a dynamically changing environment.
Step 4.5: As soon as the iteration of the loop is completed, the transition to the next iteration occurs in step 4.1. To do this, a new random input vector is selected and similar actions are performed for it. Learning occurs as long as the quantization error at the input vectors is large enough to estimate.

Step 5. Estimation of the map error, for which it is possible to use the arithmetic mean of the distances between the characteristics of the input vector and the weight vectors:

\[ Q = \frac{1}{T} \sum_{j=0}^{n} (x_i - w_j)^2. \]  

(1)

Step 6: Formation of information about driving style. The transition from vectors with a large number of indicators to a two-dimensional Kohonen map makes it possible to highlight zones, broken down by driving style and construct areas that can be characterized as dangerous and safe driving. This allows to check the vector for belonging to a dangerous area and identify the driving style at a given point in time.

Based on this approach, there are two ways to work with data and a neural network: i) Definition of dangerous driving in the moment. During the operation of the vehicle, with a given time interval, information is collected about the current state of the vehicle and the traffic situation, followed by checking the analyzed data for danger. In the event of dangerous driving, a driver warning is triggered: and ii) Determination of driving style. In this case, all data on the functioning of the vehicle are analyzed, all data with the identification of personal information. The resulting selection of vectors allows to identify which vectors are dangerous. Next, it is possible to consider the ratio of “dangerous” places in the studied vector to the total number of vectors, which makes it possible to set a threshold value that identifies dangerous driving and evaluate the driving style. If the value of the ratio is too high, then the driving style can be classified as dangerous.

3. PREPARING THE DATA AND CONDUCTING THE EXPERIMENT

In any observation, the preparation of data and the conduct of an experiment, carried out at all stages of the verification of the study, play an important role. The first stage usually includes preliminary processing of input data, during which data analysis and selection of informative features are carried out. The second stage is related to the modeling of the process under study. The third stage is to obtain statistical data and evaluate them. Based on this, the whole process of solving the problem can be divided into three big steps: i) pre-processing of the input data, ii) formation of the Kohonen map, and iii) obtaining group and individual statistical data on driving style.

For the study, data were taken that were publicly available from the Kaggle website [33], that allows extracting about 20 descriptive features of car functioning from the described dataset. In the generated training and test data, only those features were selected that can identify a violation of driving safety. Uninformative features are discarded, which are a constant value, as well as features that contain a large number of gaps. For recognition, the following performance indicators of the car were taken: i) the longitude-latitude pair in which the car is currently located; ii) speed; iii) engine load; iv) intake manifold pressure; v) mass airflow; vi) throttle position; and vii) acceleration.

During preprocessing, images with marked objects are fed to the software input. The JSON type file for each image contains a list of coordinates and classes of detected objects. This allows to form a vector of "car field of view space identification" for detecting moving objects.

Preparation of data for transmission to the neural network consisted in the formation of a vector consisting of the presented indicators taken in the time interval between measurements of 1 second. From the received dataset, gaps are removed and data is normalized. The implementation of the model and the learning process were carried out using the MiniSom library [34]. To train the model for further interpretation of the data, a Python program was developed that uses three classes: i) detector class for image processing; ii) loader class for processing, preparing input data of the data set into the neural model; and iii) minicom class for training the model based on the received input data and further processing and interpretation of information.

Figure 3 shows an example of practical application of the detector class. Its use allows to select images of objects moving in the flow (in the form of a frame of red color). For this purpose, all available contours of vehicles on the map are selected, their area is identified in pixels and the ratio of the image area to the area of the vehicle contour is estimated. This allows to generate a list of coordinates and classes of detected objects. The obtained data in the form of a JSON file generated for each image serve as a set of input data for the class loader, which then passes the data to the Kohonen network. Four groups of output data are then generated from the data for further analysis:
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- Kohonen maps in Figure 4. The color indicates the areas in which the standard indicators of the vehicle movement process exceed the threshold value of the danger level: green is low risk; yellow is moderate risk; red is high risk of creating a dangerous situation.
- Kohonen maps with driving hazard degree. In these maps, the hazard degree is marked with a blue circle on the cluster in Figure 5.
- Pie charts for monitoring groups of drivers and individual participants Figure 6.
- Tables with obtained statistical data on the performance characteristics of a group of vehicles as shown in Figure 7.

The completed stages of data processing include the analysis and filtering of information, which makes it possible to visualize critical areas and move on to a more detailed consideration of the individual characteristics of the driving style. The data obtained after processing not only provides an overall picture of the dangerous style, but also allows you to highlight unique aspects of driver behavior. This approach to data analysis opens up new opportunities to identify individual driving characteristics and identify the most critical aspects of safety.

Figure 3. Example of vehicle identification for the transmission of images about the current traffic situation

4. RESULTS AND DISCUSSION

Driving style recognition and reckless driving classification in traffic conditions is a mapping of the similarity of different types of behavior under given conditions onto a map. If you arrange the location of the vector of indicators in certain cells of the map, then this will allow to form areas of dangerous driving. Figure 4 shows a map of the trained network. The color indicates the areas in which the standard indicators of the vehicle movement process exceed the threshold value of the danger level: green is low risk; yellow is moderate risk; red is high risk of creating a dangerous situation.

Figure 4. Example of the resulting Kohonen map
In the center of the figure is the Kohonen map obtained from training in Figure 5, showing the overall behavior of all vehicles in a given time interval. The hit of the driving characteristic in one or the cluster is canceled by a blue circle, while the thicker the circle, the more hits in a particular cell occurred. The absence of a circle means that there were no hits in this cell. This allows to identify the style of behavior for each individual driver. As can be seen, the s4 driver (on the right) exhibits more dangerous behavior compared to the driving style of the s7 driver on the left.

Thus, the presented Kohonen’s self-organizing map can serve as a basis for the further development of new, more complex models that recognize types of dangerous driving as a set of driver behavioral characteristics, which consist in organizing a danger for the movement of other vehicles. The subsequent development of the method can be aimed at expanding the set of indicators that identify dangerous driving, as well as automating the process of recognizing dangerous driving for individual groups of drivers. The application of the method for individual sections of the road, taking into account the time intervals of movement, makes it possible to identify sections that are dangerous for traffic, which makes it possible to correct the traffic situation on more dangerous sections of the road.

Figure 5. An example of the resulting map

The transition from the self-organizing map of Kohonen's driving style to the private indicators of an individual driver makes it possible to evaluate both group and individual driving characteristics. This makes it possible to rank drivers from the presented dataset from the safest driving style to the most dangerous. Visualization of data according to the degree of danger, for example, by indicating the percentage of lines that fell into dangerous cells and reflecting them using pie charts, allows to automate monitoring of both individual drivers in Figure 6(a) and the group of analyzed drivers in Figure 6(b). For the dynamic formation of a driving profile, it is necessary to provide for obtaining data for a long time period on a given space of indicators, this makes it possible to obtain an average driving style on the required section of the road, and to identify deviations in the driver's behavior from the obtained average value.

For example, in Figure 6(b) drivers with numbers s10 and s19 showed elements of dangerous driving with a percentage of 11.6% and 14%, and drivers with numbers s7 and s8 showed excellent driving results. These percentages are key to analyzing and comparing individual driving styles in the context of road safety.

Driving style analysis of the driver with number s4 in Figure 6(a): among the set of all his lines, 14.8% fell into the cells of the Kohonen map and were considered dangerous, which is a large indicator, since the average value differs from the analyzed road value. If we analyze the obtained percentage of violations (14.8%) in the time range of driving as shown in Figure 6(a), we can obtain the time interval in which the violations were detected. For example, the analyzed driver number S4 drove for an hour, of which 9 minutes he exhibited a dangerous driving style.

More detailed monitoring of an individual driving style with an assessment of the given characteristics should be carried out using statistical methods in Figure 1. For example, a sudden increase in speed demonstrates that driving is dangerous. Analyzing the behavior of the driver, taking into account the presented statistics, it is possible to pay attention to the transitions of the change in driving style, for example, by monitoring the increase in one or another indicator (increase in the danger of driving) or its decrease...
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The assessment of driving dynamics also allows us to identify transitions from dangerous to safe driving style. Figure 8 shows the transition from a safe driving style (first row of the table, speed 69 km/h) with increasing speed to a speed of 74 km/h (second row), which was recognized as dangerous driving. After 3 seconds (first column of the table) the driver reduced the load on the engine and returned to the previous speed. As a result, driving became safe again.
However, a dangerous driving style can be characterized not only by speeding, overtaking or sudden acceleration, but also by sudden braking. Figure 9 shows a driver at an average speed accelerated, changed direction and reduced speed (second and third rows of the table) under the influence of a change in the surrounding traffic situation. This maneuver can be considered a dangerous maneuver. In this situation, it can be assumed that there was an overtaking of a sharply braked vehicle ahead.

The results of the experiment in Figures 5 to 9 showed that it is possible to identify the features of vehicle control both for a group of road users and for individual drivers. The developed set of quantitative characteristics for evaluating the vehicle functioning allows to construct threshold values, exceeding of which can be identified as a possible abnormal situation as shown in Figures 7 to 9. Numerical methods were used to estimate the driving style identification error. The average distance of each input vector to its BMU was calculated according to (1). Figure 10 shows the dependence of the decrease in the fall in error with an increase in training iterations.

Figure 9. The table with row data identifying changes in direction and speed reduction

<table>
<thead>
<tr>
<th></th>
<th>a4</th>
<th>24.0</th>
<th>4.53</th>
<th>42.0</th>
<th>21.6</th>
<th>74.0</th>
<th>0.10325906598504616</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>3991</td>
<td>a4</td>
<td>4.00</td>
<td>18.26</td>
<td>88.6</td>
<td>33.3</td>
<td>71.0</td>
<td>0.00048505624246486</td>
<td>15.0</td>
</tr>
<tr>
<td>3992</td>
<td>a4</td>
<td>31.0</td>
<td>29.79</td>
<td>89.8</td>
<td>30.5</td>
<td>20.0</td>
<td>-0.11643130975050592</td>
<td>11.0</td>
</tr>
<tr>
<td>3993</td>
<td>a4</td>
<td>38.0</td>
<td>4.09</td>
<td>20.4</td>
<td>20.8</td>
<td>32.0</td>
<td>0.0699052777505291</td>
<td>13.0</td>
</tr>
</tbody>
</table>

Figure 10. Graph of the dependence of error reduction with increasing training iterations

It can be seen that this parameter, initially equal to 0.35, decreases rather quickly, which indicates the correct choice of weights and the achievement of an acceptable value with an error of 0.1. Similar error estimation results for the Kohonen network are presented in [21], but the method in [21] does not take into account the dynamics of environmental changes in contrast to our approach. Thus, the proposed approach takes into account real-world scenarios of the road situation and provides a more accurate assessment. Compared to the results obtained by other researchers, the approach we developed allows to make decompositions of the feature space of driver behavior characteristics depending on the environment. The developed set of parameters about the state of the road environment and characteristics of vehicle functioning (the longitude-latitude pair in which the car is currently located; speed; engine load; intake manifold pressure; mass airflow; throttle position; acceleration) makes it possible to evaluate the influence of the dynamics of environmental changes on the dynamics of vehicle control. The obtained estimates may allow us to switch to automated determination of driving style and monitoring of vehicle behavior in order to optimize their management.
The presented method provides the basis for the development of more complex models for assessing the behavior of road users and their classification by types of dangerous driving. To further improve this approach, it is proposed to expand the set of indicators that identify dangerous driving. It is also advisable to develop scenarios of driver behavior when a particular danger is detected and automate the process of recognizing dangerous driving for individual groups of drivers. These steps can significantly improve the efficiency of the system and its ability to predict and respond to various situations on the road.

In the future, it is also planned to extend the method to analyze the behavior of drivers on individual road sections, taking into account the time intervals of traffic and its delays. This will make it possible to identify sections dangerous for road traffic, sections where traffic delays (traffic jams) occur on a permanent basis. Information about such road sections will allow to dynamically adjust the traffic situation depending on the complexity of the travel route.

5. CONCLUSION

It is found that there is a growing trend of using statistical analysis techniques to create a dynamic vehicle profile and neural network techniques to determine driving style. But there is a problem in the solutions proposed by various groups of researchers to determine the influence of the environment on the driver's behavior style. To solve this problem, we have developed an approach based on a combination of image processing algorithms that determine the dynamics of environmental changes and a Kohonen network that reflects driving style by characterizing changes in vehicle functioning. This approach was tested on a dataset containing 20 descriptive features describing the functioning of the vehicle, taken from the publicly available Kaggle website. Analysis of the test results showed that it is possible to identify the driving characteristics of a vehicle for both a group of road users and individual drivers. The formed sets of quantitative characteristics for assessing the functioning of the vehicle all

The developed method can be used not only in driving style detection but also in other areas. For example, it can serve as a basis for disease identification based on a set of input feature space of a particular pathology. This approach can significantly improve the processes of diagnosis and health monitoring, providing new tools for more accurate and early detection of diseases.
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