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ABSTRACT

The cognitive radio network is designed to cater to the optimization demands of restricted spectrum availability. A review of existing literature on spectrum sensing shows that there is still a broader scope for its improvement. Therefore, this paper introduces an efficient computational framework capable of evaluating the effectiveness of the spread spectrum concept in the context of cognitive radio network in a more scalable and granular way. The proposed method introduces a dual hypothesis using a different set of dependable parameters to emphasize the detection of optimal energy for a low signal quality state over the noise. The proposed evaluation framework is benchmarked using a statistical analysis method not present in any existing approaches toward spread spectrum sensing. The simulated outcome of the study exhibits that the proposed system offers a significantly better probability of detection than the current system using a simplified evaluation scheme with multiple test parameters.
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1. INTRODUCTION

The mobile communication standards have evolved by the technological inclusions like global system for mobile communication (GSM), wideband code division multiple access (WCDMA), long-term evolution (LTE), worldwide interoperability for microwave access (WiMAX), and multiple-input multiple-output (MIMO) and mm-waves as 2G, 3G, 4G, and 5G, respectively [1], [2]. Typically, the 5G operates between 30 to 300 GHz bandwidth to exploit unused spectrum to cater to the need of the future generation applications based on cyber-physical systems or the internet of things to provide adequate data transfer rate [3]. The typical use-cases of 5G networks exploit both macro and microcell to establish global connectivity where the macro-cells use licensed bands. In contrast, the micro-cells utilize the un-licensed band [4], [5]. The traditional spectrum allocation provides fairness but not the higher throughput because its allocation takes place uniformly irrespective of the requirement by the user equipment (UEs) [6], [7]. However, the future generation applications, smart and intelligent ubiquitous applications, require a very flexible and dynamic, and on-demand allocation of the spectrum to meet the quality-of-service (QoS) and quality-of-experience (QoE) [8]. The collaborative support of the internet-of-things (IoT) system, along with evolved mobile communication standards like 4G and 5G, provides a platform to build new and innovative applications in various filed of the life, including smart transportation [9], smart home [10], smart grid [11], smart factories [12], smart healthcare system [13], smart city [14] and many such applications. However, the efficiency of these applications in the real-time scenario largely depends upon the adequate network and communication resources, especially power
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and spectrum, to meet the high data transfer goal. Moreover, the resource is limited as the participation of the devices is large, so such methods or techniques to exploit the optimal usage of the available spectrum frequency are desirable. With this goal, a research process of spectrum sensing has been started. One such milestone research is IEEE-802.22 for wireless regional area network (RAN) to exploit the capability of cognitive radio technique to detect the unused spectrum and allocate it to the broadcasting of television services which is quite helpful in the rural region for the broadband connectivity [15]. The spectrums with larger capacities are regulated by the government bodies and the big internet service providers. They get the allocation of this spectrum through an auction process. Their base stations and the registered user equipment are designated primary users (PU), also called licensed users. However, in many of the use cases of IoT, the specific applications have their base stations to provide connectivity to the devices in their circle of influence; however, to meet the network performance demand and desired quality of service in case of high scalability, additional spectrum or the spectrum which are reserved for the PU can be allocated to the secondary users in the small cell without creating any interference to the PU. In order to enhance the perform of 5G networks, it is essential that all the devices connected in this network would truly utilize the resources allocated on the basis of available spectrum. Therefore, spectrum sensing offers a unique characteristic to identify the free spectrum, which is popularly known as white space or spectrum holes [16]. Hence, the spectrum sensing problem is formulated as a practical detection problem [17], [18], which has received less attention in perspective of 5G networks in current times. The collaborative efforts of sharing sensing information among the secondary users minimize the challenge of the detection problem [19]. Therefore, there is a need to carry out a study towards optimization to solve this detection problem in order to fully utilize the services supported by 5G.

At present, there are recent studies being carried out towards targeting the improvement in multiple access technology connecting with spectrum sensing methods. Studies carried out by Cheng et al. [20] have used deep learning mechanism using orthogonal frequency division multiplexing (OFDM) while usage of cooperative spectrum sensing is also witnessed to address the issues in 5G as noticed in work of [21], [22]. Wasilewska et al. [23] have discussed about usage of federated learning approaches for 5G networks. Reviewing the methodology used in this study briefs out the significance of using machine learning more towards improving spectrum sensing for 5G networks. However, adoption of learning approach could not be considered as a cost-effective approach as there are inclusion of excessive resource dependencies which will eventually affect the performance of service. However, this studies also offers a potential insights in the form of learning outcomes viz. i) If the signals disseminated in transmission in 5G can be extensively analyzed with respect of their features, better modelling scope is offered towards improving 5G performance; ii) The existing RFC 8822 meant for adoption in 5G deployment presents discussion about a wireline networks among the gateways, where there is no much discussion about utilizing the spectrum sensing on the practical grounds; iii) Extraction of signal on the basis of energy detection is one of the simplest and effective way to discretize the signal from each other, and better allocation strategy can be formulated during subcarrier assignments in multiple-access technique of 5G; and iv) Adoption of cognitive radio further improves the granularity of the signal in 5G which could make the system to undertake better decision during data transmission for massive number of users. Hence, all these learning outcomes suggest that there is a need to design a computational model which can utilize spectrum sensing that can contribute towards better transmission performance in 5G.

This section discusses about some of the standard approaches that has been carried out towards enhanced spectrum sensing for improving 5G networks. The recent study carried out by [24] have presented a rapid prototyping scheme for analyzing spread spectrum and its accessibility in dynamic form. A simplified computational modelling is presented exposed to various radio environment for offering higher signal quality in primary users. An investigation of factors that deteriorates detection performance due to the existence of a dynamic primary user in the channel is carried out by [25]. In this study, the authors have optimized both the sensing time and sensing period transmission period (duty cycle) under random arrivals of multiple primary users. Iqbal et al. [26] has presented solution to resist blind spot problems in massive device-to-device communication in 5G for increasing its coverage using a unique selection of relay node. Choi et al. [27] has generalized discrete Fourier spread on OFDM to address the inherent issue in using OFDM in 5G. Badawy et al. [28] focus on the quickest change detection problem for spectrum sensing in the cognitive radio network. Loulou et al. [29] have addressed the cyclic prefix problems in OFDM using spectrum improvement scheme towards meeting power demands of transmitters. A lookup table is constructed which can resists all sophisticated operation with higher resource dependencies and could be applicable for devices running under IoT environment. Hajhoseini and Ghorashi [30] has introduced a distributed diffusion-oriented scheme to improvise convergence rate in spectrum sensing and reliability factor against communication link failure.

A research work towards blind spectrum sense considering the context of multiple antenna communication systems is presented by Bouallegue et al. [31]. Adoption of spread spectrum-based solution
was also witnessed in Omar and Ma [32] where a unique usage of multiplexing technique is observed in order to increase efficiency of spectrum. A research work towards analyzing the performance of energy detectors in dynamic scenarios where a primary user (PU) switches from active to inactive at random time instances is considered by [33]. The use of a deep learning mechanism for spectrum sensing is found in the work of [34]. A deep learning-based long short-term memory (LSTM) scheme was used to implicitly learn all the essential features in the time series spectrum data. According to Huang et al. [35], a non-cooperative spectrum sensing algorithm exploits statistical historical sensing data to improve the preciseness in spectrum sensing. The historical sensing data were transformed into prior knowledge to reduce the uncertainty and obtain higher detection accuracy. In this line of research, the work carried out by Golvaei and Fakharzadeh [36] presented a soft-decision algorithm for wideband cooperative spectrum sensing by taking into account the spatial diversity of spectrum sensors. Guimaraes and Lim [37] used a sliding window-based detection technique for spectrum sensing in radar bands. The authors have devised a spectrum sensing technique in which the conventional single detection event carried out during a sensing interval is replaced by multiple short-time intermediate detections made in a sliding-window fashion, thus exploiting the signal's sparsity to be detected. After the sliding window reaches the end of the sensing interval, the multiple intermediate sensing results are combined to yield the global decision upon the occupation of the sensed band. Alhamad et al. [38] presented a cooperative spectrum sensing scheme based on two random access reporting protocols: slotted ALOHA and reserved-ALOHA protocols. The authors designed a reporting channel scheme based on random-access protocols, including slotted ALOHA and reservation ALOHA, to measure the performance of the probability of detection and probability of false alarm. In this approach, the sensing results are reported after the sensing phase; the reporting collisions may also cause a spectrum sensing energy waste and decrease cooperative spectrum sensing energy efficiency. He and Jiang [39] investigated the performance of cooperative spectrum sensing using the stochastic geometry tools in random cognitive radio networks. In this study, a generalized likelihood ratio detector is derived from coping with the diversity of received signal-to-noise ratio among secondary users. This approach categorizes the combination of local sensing reports at the fusion center as soft and hard decision fusion schemes. The Secondary users forward their local decisions to the fusion center to make a global decision to infer the absence or presence of the primary user. The homogeneous Poisson point process is adopted to confront the various signal-to-noise ratios based on the generalized likelihood ratio test detector. Biswas et al. [40] anticipated a scheme for optimal hybrid spectrum sharing under bandwidth constraints of control channels and multiple hard decisions to maximize the throughput of the cognitive radio network (CRN). This study considers a time allocation for a single frequency resource-based scenario. The authors in [41] introduce a convolutional neural network-based deep learning algorithm for primary user activity detection in spectrum sensing. The idea is to employ the data-driven deep learning approach, which requires neither a signal-noise probability model nor the primary user activity pattern model. In this, a sensing matrix is constructed that considers the spatial and spectral correlations of the channels. Renfors et al. [42] have improved upon the OFDM-based technique to reduce the power consumption and noise using discrete Fourier transform spread signal model on OFDM. A reinforcement learning algorithm was also used by [43] to determine the sensing order of channels and cooperative sensing partner selection. In this work, the secondary users use the time-varying probability of detection of neighbors and select the ones with a higher probability of detection for cooperation.

After reviewing the existing approaches, the following research gap has been observed and are currently stated in the form of research problem: i) Existing schemes require more sample collection to reconstruct the signal while modelling (especially where machine learning has been used viz [20], [23], [34], [39], [41]); ii) The studies have been individually carried out over a constrained research approach, where the outcome is not applicable for dynamic environment situation [36], [37]; iii) OFDM has been identified as one the common target for improvement using different variant of spread spectrum (especially using discrete Fourier transform spread e.g. [27]), however, there is not much discussion about selection of robust signal under variable rate of traffic or cell density; iv) There is a consideration that PU is located in the same cell as that of secondary user SU without considering the probability that it is also characterized by interference, as well as the fading characteristics of the PUs-SU links that is not addressed [38], [40]; v) Mostly limited to theoretical analysis without much effective benchmarking; vi) Existing models involve more operating cost and may associate with computational overhead [42]; vii) None of the existing studies are found to address problems when the communicating environment is associated with artifacts e.g. fading, shadowing, higher computational cost, and collisions. that may lead to spectrum sensing energy waste.

Hence, based on the above-mentioned research gap, it can be said that proposed system is associated with a core problem which is related to developing a computational framework that encapsulates maximum parameters of using spread spectrum towards improving the signal dissemination in 5G network in presence of dynamic traffic situation. The next section outlines the solution presented towards addressing above mentioned research gap and problems.
2. PROPOSED METHOD

The proposed system is implemented using an analytical research methodology that mainly emphasizes the dual hypothesis formulation to evaluate the spectrum sensing mechanism in cognitive radio. Inspired from the recent study of researchers in [24], the proposed system constructs an evaluation platform capable of selecting the best form of signal in 5G mainly concentrating on utilization of spread spectrum and sharing using energy detection attribute. The generated signal is stored in the form of a matrix, where each element in matrix is further subjected to statistical performance parameters. This operation is responsible for gauging the optimal signal being generated by presented spread spectrum in 5G that can be further suitable in multiple access operation in 5G network services. The core idea is to generate optimal form of signal with extensive test environment where the signal can be assessed comprehensively. Figure 1 highlights various dependable attributes of hypothesis formulation followed by three energy detection schemes.

The study contribution of proposed system is as follows: i) The proposed scheme constructs a CRN module that facilitates dual hypothesis assessment on the basis of multiple attributes of signal and channel, ii) The proposed scheme designs a model which assists in spectrum sharing using energy detection for better identification of sustainable signal in 5G networks, iii) The proposed scheme adopts usage of multiple fine-tuned standard statistical parameter which can assess the performance of signal quality, which offers a higher degree of flexibility in assessing robust signal.

![Schematic architecture of the proposed system](image)

3. METHOD

The proposed system formulates a hypothesis for the modeling purpose that considers samples of signals to be carried out either individually by cognitive user (CU) or secondary user (SU) or in a collaborative process. It considers \( N \) to be the cumulative number of signals and \( \eta \) to be sample signal for CU and SU; then, the system defines that each primary user (PU) or secondary user (SU) will take \( \eta \) samples to fulfill the objective of localizing PU. This phenomenon will represent a joint operation consisting of an \( N \) receiving antenna within a single CU or SU or \( N \) number of CU or SU that include at least one antenna. The total of \( N \times \eta \) samples of the signal is then transited to a dedicated processing unit, where the fusion of the movement is carried out. In this case, this assumption's scope is considered valid if there are \( N \) number of sensing capacity for at least one of the PU or SU nodes for all \( \eta \) samples of the signal. Impractical cases of signal fusion follow this. On the other hand, if the \( \eta \) sample of signal is aggregated and forwarded for fusing operation, there are certainly specific practical issues. Therefore, the proposed system formulates a hypothesis to map the stage of cognition for PU or SU to be modeled. The proposed system formulates two hypotheses. The first hypothesis is formulated with a different set of attributes, e.g., sample collection duration \( d \), the number of samples \( N \), and white noise \( \Phi \) such that (1).

\[
F(d) = [F_n(d_n)]^T
\]  

In (1), \( F(d) \) represents the matrix with \( N \times 1 \), where the variable \( N \) represents a sample of signals that are observed at \( d \) instantaneous duration, while the Gaussian white noise can be represented in the form of
For all values of duration $d$ from 1, 2, … $N$. Therefore, according to the first hypothesis, the condition stated in expression as (2).

$$F(d) = G(d)$$  \hspace{1cm} (2)

The next part is to formulate the second hypothesis considering the channel for data propagation to compute the power on arrival in the form of interference. The channel of propagation at a specific duration is represented as $\lambda \varepsilon U^{N-1}$, which computes the interference between the PU and N collaborative of CU or SU. Considering $\mu$ to represent a complex Gaussian of circular order to a sample duration $d (1, 2, …, N)$ responsible for identifying the signal source with 0 as a mean value and one as a variance. This will eventually mean satisfying the following condition in (3):

$$H[\mu^2(d)] = B_0^2 \neq 0$$  \hspace{1cm} (3)

hence, a matrix $\psi$ is formed to retain all the monitored sensed value in the matrix dimension with all elements $F$ with $N \times \eta$ dimension of the matrix. However, in the situation where the samples of the signal are found to be extremely large and infinite, then an attribute $\theta$ is computed as in (4):

$$\theta = 1/\eta (\alpha, \alpha^N)$$  \hspace{1cm} (4)

In the expression (4), the variable $\theta$ represents a matrix of covariance with a sample signal that is found to converge to $\theta = H[\alpha, \alpha^N]$ such that $F \varepsilon N$ sample by $N$, with either CU or SU. Hence, an eigenvector of $\theta$ will represent the primary signal. Ultimately, the proposed system makes use of the second hypothesis so that (5):

$$F(d) = \lambda(d), \mu(d) + G(d)$$  \hspace{1cm} (5)

3.1. Energy based spectrum sharing

The proposed system emphasizes the energy used for spectrum sensing by the PU when CRN is deployed over 5G, and there are multiple dependable parameters for this purpose. The majority of the existing framework considers assigning a particular set of channel capacity associated with the PU. On the other hand, the opportunistic usage of channel capacity is facilitated with SU only. The proposed algorithm in this case, targets to minimize the outliers to compensate the demands of PU, SU, and designated service providers. Considering $H$ and $H_1$ as identified energy and energy associated with the PU, respectively. The generated signal considers $\pi$ as the noise, while the problem is related to determining the noise during the generation of the movement as (6):

$$H = H_1 + \pi$$  \hspace{1cm} (6)

The expression (6) is valid in the presence of PU. Otherwise, it is redefined as $H = \pi$. In this implementation framework, the signal $H$ is generated, and an arbitrary test input corresponding to different methods is used, including viz. i) conventional mechanism of detecting energy ($M_1$), ii) universal mechanism of detecting energy ($M_2$), and iii) amended mechanism for detecting energy ($M_3$). Finally, the algorithm evaluates the probability of detection of energy in contrast to outliers. The algorithm 1 developed using dynamic thresholding to determine the energy.

The algorithm 1 is meant for the $M_1$ scheme, which takes the sample number $\eta$ along with signal to noise ratio and probability of an outlier value of $o$. The next part of the implementation is associated with the computation of the probability of detection $\text{Prob}(\text{det})$ and probability of outliers $\text{Prob}(\text{out})$ concerning each power factor with a unit percentile of persistent increment of $\text{Prob}(\text{off})$. This algorithm implementation is followed by enhancing the $M_2$ detection scheme, which is further enhanced for altering the threshold-based detection mechanism. In the $M_1$ scheme, the study considers a predefined cut-off value to compare the signal $H$. If the value of signal $H$ is more than the cut-off value $co$, then it declares the localization of PU; otherwise, it considers the absence of PU. On the other hand, the $M_2$ scheme works on a similar methodology to $M_1$, except that the system finds the square of the value of the signal amplitude $|H|^2$ where $z = 1, 2, …, N$. The proposed system formulates the $M_3$ scheme to control the outliers. This is carried out because there is a declination of the computed signal $H$ below the cut-off range $co$ in the presence of impulsive dynamic changes owing to varying environmental conditions. This approach of $M_3$ is used for finetuning the amplitude of the signal $H$ as it organizes the heuristic records of the average outcome of priorly identified energy. In this process, when the value of the signal $H$ is more than the cut-off value, the PU is considered to be present. In the case of the higher value of the average signal, i.e., $H_{avg}$ compared to cut-off, the study finds the presence of PU otherwise vice-
versa. As the study can successfully reduce the extent of an outlier in the $M_3$ scheme, it can ensure better detection of energy that considers the average value of priorly estimated signal $H$ value. It also assesses the last value to undertake the decision on the presence of PUs. The proposed system considers a static cut-off value for the revised detection version compared to techniques, i.e., $M_1$, $M_2$, and $M_3$ that consider variable cut-off energy. This is done based on noise variance $\nu$ that changes concerning the initial value of signal $H$. It is to be noted that there are zero dependencies on the apriorism heuristics associated with the signal connected to the PU for energy detection. However, it is also associated with the computational complexity of calculating the probability of detection, i.e., Prob($det$). This performance is entirely dependent on the uncertainty of noise power. It cannot distinguish the primary signals of CRU or identify the signals of the spread spectrum. However, the suitability of this mechanism is higher for a cooperative signal, while additional gains in optimal cooperation carry out the mitigation of performance issues.

Algorithm 1. Detection of energy

Input: $\eta$, SNR, $\omega$

Output: $\text{Prob}(det)$, $\text{Prob}(out)$

Start
1. Initialize: $\eta$, SNR, $\omega$
2. for each power factor $\omega \in \{1,2,3,4,5\}$
3. $\text{Prob}(out) \triangleq \sum\limits_{(\text{out})}((n-1)\Delta d)], (\text{out})=$ initial value of $f_{\text{out}}$, $n=100$, $\Delta d$ = increment
4. for each $\text{Prob}(out)$
5. for each $\omega$
6. $H \triangleq f_{\text{et}}(\eta)$
7. $H \triangleq \text{SNR} \times f_{\text{end}}(\eta)$
8. $|H| = |H| + N$
9. Compute, $\mu_0, \mu_1, \sigma_0, \sigma_1$
10. $\text{co}(P) \triangleq \mu(P) x Q_1(Pbfa)n + \mu(P)$
11. $H = |H|^2$
12. $[H] \triangleq \frac{1}{N} \times \Sigma H$
13. Check: If $|H| \geq \text{co}(P)$
14. Update $\tilde{H}$
15. end
16. end
17. end
18. $\text{Prob}(det) \triangleq \tilde{H}/\omega$
End

3.2. Extensive analysis

The proposed system uses a cooperative approach for SU to enhance the sensing capacity. However, there is an overhead associated with cooperative spectrum sensing concerning the channel capacity due to an increased number of nodes' participation during the data forwarding process. The SU aggregates all the sensing information in cooperative spread sensing that is forwarded to an operational block to carry out data fusion. The core goal of this model is to carry out data validation from different data fusion approaches in cooperative spectrum sensing over poor signal quality associated with applications of cognitive radio. The proposed study considers two noise variants, i.e., uniform and non-uniform noise. The proposed study work on centralized and decentralized mode where a fusion module is used in the centralized model while there is no such fusion module in the decentralized mode. In centralized mode, the fusion module aggregates sensed information from SU for identifying the white spaces for SU. In decentralized mode, each SU exchanges their sensed data to adjacent SU nodes that facilitate anyone of the SU to make a final decision. The proposed system is designed based on a different number of parameters, e.g., number of PU (transmitters), number of SU (receivers), mean signal-to-noise ratio for all SU, aggregated samples of all SU, type of PU signal along with the length of transmitted symbols using quadrature phase shift keying (QPSK), mean-variance of noise overall SU. Apart from the parameters mentioned above, there are the inclusion of other parameters too in the proposed model, i.e., the fractions of noise power and received signal variations about their means, the type of PU-SU channel according to the configurable sensing channel Rice factor K (mean and std deviation), the reference probability of false alarm (Prob($out$)) at which the probability of detection (Prob($det$)) is computed by varying several of the system parameters. Based on these parameters, the test statistics of several spectrum sensing techniques are generated for all Monte Carlo runs. The performance of the methods is plotted in terms of Prob($det$) versus the respective parameters of the variations.

3.3. Signal generation

This is one of the essential modules in proposed scheme where the generated signals will mean that signals that are processed by proposed scheme and stored in the form of matrix. The core idea of this matrix
formulation is to ensure selection of superior quality of signals on varied condition of communication environment of PU and SU in cellular structure of 5G networks. The proposed system is implemented using multiple parameters associated with the SU. The \( m \) represents the number of SU with all even numbers between \([2, 12]\), while the SNR is between -20 to 5 dB. The proposed system computes the fraction of variation in noise power \( \text{FracN} \) to be equivalent to that of variation in receiver power, i.e., \( PR \times \text{avg} \). This is empirically represented as (7).

\[
PR \times \text{avg} = \sigma^2_{\text{avg}} \times 10^{\text{SNR}/10}
\]

In the expression (7), the variable \( \sigma^2_{\text{avg}} \) represents the average value of noise power. The source power of transmitting node \( PTx \) is computed by dividing \( PR \times \text{avg} \) by several PUs. The cumulative distribution function \( CDF() \) associated with the arbitrary variable for each event is represented as a function \( f(X) \) that is equivalent to the probability of \( (X < x) \) for all real values. On this basis, the normal distribution function for PU is computed considering a logical condition where \( PU_{\text{signal}} \) is equivalent to zero. In this case, the computation of the initial component of \( S \) is calculated as (8).

\[
S = Rf(A) + If(A)
\]

In the expression, the variable \( A \) represents a set of statistical mean, standard deviation, number of PU, and several samples for each SU. The function \( Rf() \) and \( If() \) will stand for the real and imaginary part of an arbitrary generator obtained from a normal distribution of \( A \), where the standard deviation is considered to be \( 1/\sqrt{2} \). The following process is about normalizing and approximating the vector \( S \) considering transposition operation over diagonal matrix. The next task is about the computation of variation of noise \( (\sigma^2) \) over all the iterations as (9).

\[
\sigma^2 = \sum[(B1),(B2)]
\]

In (9), the variable \( B1 \) represents the product of several arbitrary values and \( \text{FracN} \), while \( B2 \) represents \((1 - \text{FracN})\). It should be noted that random numbers are considered equivalent to the number of SU. The study considers the computation of the received power \( PRx \) defined for all the simulation rounds as a function of the number of SU, \( \text{FracP} \), and \( PRx_{\text{avg}} \). Finally, covariance is computed for the received signal along with the eigenvalue. This numerical outcome assists in evaluating the generated signals which is further assessed using extensive statistical test methods. The simulation study has been performed considering scripting of the proposed analytical models where different parameter settings are considered to realize the performance, viz. analysis of the probability of detection for both average signal to noise ratio (SNR) and secondary users (SUs/CRus). The following section discusses the result analysis.

4. RESULTS AND DISCUSSION

This section discusses the discussion associated with hypothesis formulation followed by the study outcome from simulation. The proposed system considers ten statistical test parametrizations to formulate the model’s dual hypothesis. Following are the parameters briefing:

a. Maximum eigen value detection (MED): This parameter performs analysis of the eigen value of the covariance matrix of signal for PU using arbitrary matrix theory. It reduces the probability of detection with maximization of correlation level. Accordingly, the extra deviation is compensated using a cut-off score to enhance the score accuracy. Hence, better suitability related to sensing is ascertained in the presence of noise.

b. Generalized likelihood ratio (GLR): This parameter assumes that signals generated from PU occupy a dimensional subspace lower than that of the observed one to represent non-white noise in the spectrum. The noise variance is also used here to offer a better outcome than the conventional system. These parameters also have a pitfall of generalized probability ratio test for spread spectrum for higher computational complexity. This is because of the higher inclusion of resources to compute the signal covariance and Eigen matrix decomposition. However, it is quite beneficial for access mechanism of opportunistic form associated with spectrum owing to short interval time for sensing the anticipated probability of detection and probability of outlier detection.

c. Maximum-minimum eigenvalue detection (MMED): This parameter is based on the fact that the spread spectrum method using eigenvalue decomposition can be tailored to achieve enhanced outcomes despite low signal quality SNR. This is feasible considering the highest and lowest value of the eigenvalue.

d. Energy detection (ED): This parameter is discussed in the prior section in detail and is generally considered an optimal scheme for identifying the PU considering use of single antenna s as a constraint. The noise...
distribution and signal process are carried out considering random variables of Gaussian form is quite an identical form and independently with predefined information about noise or power variance.
e. Arithmetic to geometric mean (AGM): This parameter is used for the spread spectrum channel based on the ratio of maximized eigenvalue and minimal eigenvalue. Usually, either a mean or the largest of the average eigenvalue is considered. An approximation of the probability density function associated with the gamma matching method is used. This parameter evaluates a variable \( v \) which is an array element product function. At the same time, it is supportive of handling faded context with anticipation of the reduced value of the probability of detection and outliers.
f. Hadamard ratio (HR): A defective calibration system may result in non-uniformity in the variance of noise associated with the antenna, which is possible in the parameters discussed above. Hence, this parameter HR is responsible for managing the calibrated error using a detection scheme based on HR for the spread spectrum. An appropriate approximation is utilized for modeling the objective function of the probability of detection and outliers.
g. Volume-based (VD): The conventional usage of volume detection was designed for real-value observation without any benchmarked values or environment associated with it. It is noticed that the volume-based detector showcases a better outcome in contrast to the Hadamard ratio and arithmetic to geometric mean parameter concerning the identical and independent presence of noise in the probability of detection and outliers.
h. Gershgorin radii centers ratio (GCR): This parameter is responsible for computing the covariance matrix associated with single or multiple transmitting nodes. Apart from this, this parameter is less robust towards non-uniform noise and does not support much over the dynamic context of the transmission state. However, it is found to be cooperative towards the use case of multi-antenna in a spread spectrum environment.
i. Gini index detection (GID): This parameter is developed mainly by targeting incorporating a statistical dispersion attribute; however, the proposed scheme uses it for the cooperative spread spectrum method using Gini Index. These performance parameters showcase the robustness associated with the noise of dynamic conditions and unequal power of the signal.
j. Rician, rice factor-based detection (RFD): The improved version of the Rician fading channel consisting of multiple values of rice factors \( K \) associated with a multi-rate spectrum. Although it is known that a wideband spread spectrum offers better performance concerning the Nyquist sampling rate compared to other systems, a spread spectrum using multi-rate is found to offer higher probability of detection and lower computational complexity.

Tables 1 and 2 highlights the mathematical expression deployed for hypothesis testing for adopted statistical performance parameters as well as numerical outcomes obtained respectively. Table 1 highlights the inclusion of most significant parameters that is adopted for both primary and secondary hypothesis testing. Table 2 showcases the numerical results obtained when both primary and secondary hypothesis is subjected to assigned test-bed for evaluation of proposed model.

### Table 1. Hypothesis formulation

<table>
<thead>
<tr>
<th>#</th>
<th>Param</th>
<th>1st Hypothesis</th>
<th>2nd Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MED</td>
<td>( H_0 \leq \frac{\sigma_1}{\sigma_2} )</td>
<td>( H_0 \leq \frac{\sigma_1}{\sigma_2} )</td>
</tr>
<tr>
<td>2</td>
<td>GLR</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
<tr>
<td>3</td>
<td>MRED</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
<tr>
<td>4</td>
<td>ED</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
<tr>
<td>5</td>
<td>AGM</td>
<td>( \sum_{i=0}^{N} \sqrt{\phi(X_N)} )</td>
<td>( \sum_{i=0}^{N} \sqrt{\phi(X_N)} )</td>
</tr>
<tr>
<td>6</td>
<td>HR</td>
<td>( R[</td>
<td>RH_0</td>
</tr>
<tr>
<td>7</td>
<td>VD</td>
<td>( R\left( \log \left( \frac{1}{D(DH_0)} \times R_0 \right) \right) )</td>
<td>( R\left( \log \left( \frac{1}{D(DH_0)} \times R_0 \right) \right) )</td>
</tr>
<tr>
<td>8</td>
<td>GCR</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
<tr>
<td>9</td>
<td>GID</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
<tr>
<td>10</td>
<td>RFD</td>
<td>( \sum_{i=0}^{N}</td>
<td>\xi_i</td>
</tr>
</tbody>
</table>

Table 2. Numerical outcome obtained

<table>
<thead>
<tr>
<th>#</th>
<th>Param</th>
<th>1st Hypothesis</th>
<th>2nd Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MED</td>
<td>0.0977</td>
<td>3.8685</td>
</tr>
<tr>
<td>2</td>
<td>GLR</td>
<td>0.0283</td>
<td>0.2765</td>
</tr>
<tr>
<td>3</td>
<td>MMED</td>
<td>52.3458</td>
<td>239.4252</td>
</tr>
<tr>
<td>4</td>
<td>ED</td>
<td>1.0133×10³</td>
<td>2.1822×10⁶</td>
</tr>
<tr>
<td>5</td>
<td>AGM</td>
<td>0.9973</td>
<td>2.0562</td>
</tr>
<tr>
<td>6</td>
<td>HR</td>
<td>2.4172×10⁴</td>
<td>0.0184</td>
</tr>
<tr>
<td>7</td>
<td>VD</td>
<td>0.0042</td>
<td>1.1822</td>
</tr>
<tr>
<td>8</td>
<td>GRCR</td>
<td>0.0020</td>
<td>0.1184</td>
</tr>
<tr>
<td>9</td>
<td>GID</td>
<td>2.3939×10⁴</td>
<td>2.4575×10⁴</td>
</tr>
<tr>
<td>10</td>
<td>RFD</td>
<td>8.1796×10⁶</td>
<td>0.0765</td>
</tr>
</tbody>
</table>

It should be noted that above mentioned 10 statistical performance parameters is used for final assessment of quality of generated signal. The contribution of this adoption is that existing schemes of improving 5G network communication based on spread spectrum deals with single form of signal where its performance for signal quality of detection is tested in singular form. However, such evaluation method may not be suitable as different application over any computing device used over 5G network will have potential affect towards the data transmission as well as resource usage pattern. Hence, singular form of performance parameter will never be able to judge the overall quality of the signal.

4.1. Outcome accomplished

The scripting of the proposed study is carried out in MATLAB over a standard 64-bit machine with a windows platform. A uniform testbed is maintained for all the parameters to assess the performance. Figure 2 highlights the comparative analysis of the proposed system Prop-RFD with the existing system with increasing iteration of 1,000 to record the outcomes of the probability of detection. The proposed scheme offers a higher probability of detection with the lower SNR ranges between -20 to 0. Figure 3 highlights the comparative analysis of the probability of detection concerning the number of SU. The outcome showcases that both the AGM and MMED scheme offer degraded performance, whereas the proposed system and HR nearly perform similarly. However, from the scale of probability, the proposed method is significantly better than the existing system.

![Figure 2. Comparative analysis of probability of detection](image)

![Figure 3. Comparative analysis of probability of detection w.r.t. SU](image)
4.2. Discussion

From the outcome observed in Figures 2 and 3, it can be seen that Rician based detection method has offered higher probability of detection score with increasing value of SNR. However, it does not make any conclusive remark that Rician-based detection method could be the best method applicable for all environment. It should be noted that analysis of proposed scheme is carried out towards dual hypothesis testing in presence of peak traffic condition, where Rician-based detection as well as GID approach is found to have nearly similar performance towards detection. The proposed scheme has basically implemented an evaluation platform in cognitive radio network in order to investigate the better utilization degree of spectrum. By detecting the probability in Figures 2 and 3, the proposed scheme investigates sensing capability of spectrum band towards primary user over license band. Adoption of multiple statistical technique in proposed system is basically meant for overcoming the issue in 5G network towards making a decision of optimal signal. The proposed evaluation platform basically introduces a simplified and flexible filtering operation that can be applied to multiple subcarriers in 5G. This offers reduction of choosing the signals with artifacts while a transmitter can be designed with such extensive performance detection scheme for analyzing probability of detection. If the probability of detection is high, the performance of cognitive radio in 5G can be claimed appropriate or vice versa.

5. CONCLUSION

This paper addresses both high and low SNR settings and evaluates various cooperative sensing systems using statistical analysis of detection probability. The MED approach examines the eigenvalue of the signal covariance matrix and uses thresholding to correct errors. The GLR is the second approach used. It uses the eigenvector of the covariance matrix and other factors such as noise variance dimension. However, it has a more considerable computing complexity. Maximum-minimum eigenvalue detection is a configurable algorithm that outperforms both the ED and the MED in low SNR situations. Of course, the ED is the most popular, as it can work alone or in tandem, and it does not require any prior heuristic information about the signal. The method AGM considers an approximation of the PDF for the gamma matching, and it deems different means of the minimum and maximum eigenvalues. The AGM is suitable for the faded channels if the expectation is low for detection probability and warning. The Hadamard ratio, volume base, GRCR, and GID index method also are evaluated. Eventually, the Rician fading channel may support the proposed approach with different values of the K (Rice factor) for a multi-rate spectrum estimated as RFD. Though the wideband SS using Nyquist sampling rates provides better performance than other SS, the multi-rate SS, like the proposed RFD, exhibits better Prob(det) and Prob(out) in lower computational complexity.
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