A comprehensive study of machine learning for predicting cardiovascular disease using Weka and SPSS tools
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ABSTRACT

Artificial intelligence (AI) is simulating human intelligence processes by machines and software simulators to help humans in making accurate, informed, and fast decisions based on data analysis. The medical field can make use of such AI simulators because medical data records are enormous with many overlapping parameters. Using in-depth classification techniques and data analysis can be the first step in identifying and reducing the risk factors. In this research, we are evaluating a dataset of cardiovascular abnormalities affecting a group of potential patients. We aim to employ the help of AI simulators such as Weka to understand the effect of each parameter on the risk of suffering from cardiovascular disease (CVD). We are utilizing seven classes, such as baseline accuracy, naïve Bayes, k-nearest neighbor, decision tree, support vector machine, linear regression, and artificial neural network multilayer perceptron. The classifiers are assisted by a correlation-based filter to select the most influential attributes that may have an impact on obtaining a higher classification accuracy. Analysis of the results based on sensitivity, specificity, accuracy, and precision results from Weka and Statistical Package for Social Sciences (SPSS) is illustrated. A decision tree method (J48) demonstrated its ability to classify CVD cases with high accuracy 95.76%.
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1. INTRODUCTION

The field of artificial intelligence (AI) in computer science and engineering is gaining momentum in many industries because of its ability to analyze, classify and predict future trends in finance, cyber security, image processing, and speech recognition [1]–[6]. In recent years and with the need to analyze huge data sets, AI algorithms are gaining momentum to shorten the time required to classify, analyze, and predict outcomes from medical datasets [7], [8]. In this research, we are utilizing AI algorithms to analyze, classify and predict cardiovascular diseases from a collected data set. Worldwide, cardiovascular diseases (CVDs) highest cause of mortality is caused by ischemic heart disease and stroke. It is estimated that 31% of all global deaths and more than 75% of all deaths reported in developing countries are a result of CVDs [8]. However, the
percentage increased significantly to 54% in the Eastern Mediterranean Region. Cardiovascular diseases risk factors are classified as controllable and non-controllable. The World Health Organization (WHO) considers smoking, high blood pressure, physical inactivity, obesity, diabetes mellitus, dyslipidemia, and arterial hypertension as controllable risk factors. CVDs occurrence can be significantly decreased by balancing the controllable risk factors [7], [8].

The first contribution of this paper is to utilize machine-learning algorithms in the classification and prediction CVDs on a data set. All previous research analysis conducted using machine-learning tools is limited to coronary heart disease [9]–[13] and not on the whole CVD. Therefore, the second contribution of this paper is to make a complete study of CVD, compare, and analyze the results obtained from AI algorithms and SPSS tool. The third contribution is to establish a benchmark for future studies utilizing AI and its variant predictors in gaining a better understanding of the risk factors associated with CDVs. The fourth contribution of this paper is utilizing ZeroR method as a baseline accuracy classifier.

2. LITERATURE REVIEW

Several systematic reviews are presented in [14]–[19] where the mortality rate in smoking individuals increases by almost three folds. Many studies have investigated the cardiovascular diseases (CVD) risk factors among university students and staff [20], [21]. A study conducted among students in Colombia showed that 92% of students had a low risk of cardiovascular disease, 2% and 6%, more than 50% of the students and staff had at least one risk factor, including overweight or obesity, sedentary lifestyle, and hypertension [14], [17].

A cross-sectional study was conducted in Turkey to identify university students’ awareness of cardiovascular risk factors (n=2450). The students perceived smoking (58.7%), stress (71.8%), high cholesterol (72.3%), obesity (64.3%), diabetes (52.7%), inactivity (47.8%), hypertension (64.2%), and a family history of CVD (44.4%) to be the main risk factors for CVD. Moreover, the results showed that men ignore these risk factors [21]. There are limited studies aimed at identifying the prevalence and awareness of risk factors for CVDs among university staff and students, especially in the Middle East [20], [21]. In addition, a systematic review of 212 articles aimed to identify models for predicting risk factors for CVDs in the general population [19]. Most prediction studies in this review were carried out in Europe (n=167, 46%) for both fatal and non-fatal coronary heart disease (n=118, 33%) and for more than ten years (n=209, 58%). Smoking, age, gender, blood pressure, blood cholesterol, diabetes, body mass index, and hypertension were the most frequent predictors [19]–[22].

Weka is applied to a number of collected datasets in the past two decades for cardiovascular diseases including heart disease. Four well-known datasets dedicated to heart disease were introduced in 1988 and provided by the UCI machine learning repository [10]. Many research works in the literature presented and implemented a number of machine learning methods to predict the presence of a heart attack among patients from four different medical institutes. Some examples of implementing machine-learning methods to these particular datasets are presented by Rao [23], who applied a variety of classifiers including k-nearest neighbor (k-NN) with poor accuracy and random forest (RF) with the highest accuracy of around 90%. Some other implementations were directed toward different datasets other than the heart disease dataset by the UCI repository applied a convolutional neural network (CNN) which obtained a good accuracy of 82% [24]; Haq et al. [9] applied a variety of machine learning algorithms. Lopez-Martinez et al. [10], [11] applied conventional artificial neural networks (ANN). Uyar and Illhan [13] applied genetic algorithms and recurrent fuzzy neural networks. Others focused on handling overfitting the predictive model through optimization metaheuristics such as [25]. Several studies are similar to our research approach but with different datasets (e.g., ultrasound images, UCI, and Kaggle numerical data) and machine learning methods [26]–[30]. Another similar study which utilized Weka with highly accurate predictions of a UCI diabetes dataset is presented by Alalwan [31].

This research intends to produce and analyze a complete study of the most crucial parameters in CVD and utilize machine-learning methods for classification tasks to predict the presence of heart disease. Machine learning methods are very useful in identifying hidden patterns and information in the dataset. Weka and Statistical Package for Social Sciences (SPSS) tools has several classifiers such as baseline accuracy, decision tree (DT), naive Bayes (NB), k-NN, support vector machines (SVM), and ANN (including multilayer perceptron and backpropagation). A comparison of the results based on sensitivity, specificity, precision, area under curve, and accuracy is realized. We differ from [10] by utilizing ZeroR method the baseline accuracy classifier as a performance benchmark of other classifiers which makes our predictive models’ fitness and efficiency more accurate than what has been presented by Ramotra et al. [10]. Furthermore, the authors, did not report their model’s configuration clearly, might have triggered training and testing using carefully tuned parameters settings.
We have utilized default configurations and parameter settings for each model in both Weka and SPSS-modeler tools to conduct a clear and fair comparison. In addition, we have implemented a multi-layer perceptron (MLP) neural network with a backpropagation strategy, which gave us a better understanding of the dataset’s parameters and information as well as the best-suited predictive model to be performed for heart disease. Our results show that the SVM classifier achieved the highest accuracy of 95.94% in the Weka tool, and in the SPSS-Modeler tool closely followed by J48, MLP, and multi-layer perceptrons with backpropagation (MLPBP) classifiers. Although SPSS-modeler has slightly outperformed Weka in terms of accuracy (e.g., k-NN, linear regression (LR), SVM), however, it clearly shows overfitting models based on sensitivity, area under curve, the variance between sensitivity and precision. Hence, Weka has demonstrated that it is much robust in modelling predications than SPSS-modeler.

3. METHODS

This section presents the design methodology of seven classifiers (predictors). It illustrates well known and popular classifiers including baseline accuracy (ZeroR), NB, k-NN, DT (J48), SVM, LR, and ANN MLP. Their architectures resulting in the processing of datasets, as well as the implementation details of the classification process, are also discussed.

3.1. Classification and Weka Workbench

Classification is considered as a supervised learning system that uses a labelled dataset representing predictions. The dataset is used as a training set of input-output pairs to realize a deterministic function that maps inputs to outputs. Then predicting future input-output observations while minimizing errors as much as possible. ANNs, including MLP, are one of the best techniques for classifying data organized in a tabular form or a warehouse. Weka is a free workbench software that holds a collection of algorithms and visualization tools for data analysis and prediction models. It comes with an easy-to-use graphical interface for all of its functionalities. In this study, we are utilizing Weka to perform the classification and clustering tasks by implementing the above mentioned seven algorithms. Weka has a variety of settings with many parameters tuning functions. This gives the authors a rich environment of experiments with less time.

3.2. The implemented models

A machine learning model must be capable of recognizing patterns in a dataset which looks for certain features of a, let us say, heart disease case such as blood pressure or cholesterol [32], [33]. To overcome the issue of detecting a heart disease case across a huge number of medical data, in other words generalizing the model, it is required to learn e.g., ANN to detect certain features. Thus, a machine learning model will filter a group of data for extracting significant features (or attributes) mainly ranking their significance via principal component analysis and attribute subset evaluator filters or wrappers. Then those selected features are then proceeded for further classification processing that results in prediction.

The implemented predictive models in our study are:

a. ZeroR: a rules-based classifier that is the simplest classification method which relies on the target and ignores all predictors. It simply predicts the majority class which is only useful for determining a baseline performance as a benchmark for other classification methods. A very limited number of research papers have considered baseline accuracy classifiers in their work.

b. NB: naïve Bayes classifier which is a collection of classification algorithms based on Bayes’ theorem, where all of them share a common principle, e.g., every pair of features being classified is independent of each other.

c. k-NN: k-nearest neighbor lazy-based classifier that is one of the simplest decision procedures. It classifies a sample based on the class of its nearest neighbor. For large samples, it has a twice less probability of error compared to any other decision rule. It uses some or all the patterns available in the training set to classify a test pattern. It involves finding the similarity between the test pattern and every pattern in the training set.

d. LR: logistic regression function-based classifier. It is used to come up with a hyperplane in feature space to separate observations that belong to a class from all other observations that do not belong to that class. The decision boundary is thus linear.

e. J48: An optimized Java-based version of the C4.5 DT-based classifier. The C4.5 algorithm is used to generate a decision, based on a certain sample of data (univariate or multivariate predictors) using the concept of information entropy.

f. SVM: support vector machine function-based classifier. It is able to generalize between two different classes if the set of labelled data is provided in the training set to the algorithm. The main function of the SVM is to check that hyperplane is able to distinguish between the two classes.
Data preparation is the step of wrangling data and preparing it for training. It includes filtering data and cleaning it via removing duplicates, correcting errors, dealing with missing values, normalization, and data type conversion.

c. Feature selection is selecting the impactful subset of attributes on the model performance and its accuracy.

d. Choosing a model that fits the classification and regression tasks.

Training the model to iteratively predict correctly as often as possible.

f. Evaluate the model using a combination of metrics to measure the objective performance of the model. In addition, testing the model against previously unseen data, which mimics the model performance in the real world and to tune the model furthermore.

g. Parameter tuning (a.k.a. hyperparameter tuning) which may lead to an improved performance of the model. For example, number of training steps, learning rate, initialization values, and distribution.

h. Perform predictions using further test dataset that is new to the model but for which class labels are known to test the model and obtain a better approximation of the performance of the model in the real world.

4. COMPUTATIONAL RESULTS AND DISCUSSION

This section discusses the bases of training and testing the predictive models including their experimental settings and results. Datasets that are used in this work are also briefly discussed. Using a Java-based workbench called Weka version 3.9.4, experiments are conducted on a Windows 10 machine with a Corei7 processor assessed by Nvidia GPU and 16 GB of RAM. The following subsections demonstrate the training and testing environment, parameter settings of the predictive model, and configuration of machine learning algorithms used within the predictive model.

4.1. The implemented models

The data was collected from students, employees, and faculty members of a Saudi University; data from 370 participants (240 males and 130 females), including university employees and students, in Saudi Arabia were analyzed. The majority of participants were Saudi Arabian (82.2%) aged 18-25, unemployed (79.5%), and married (54.6%). We are utilizing the Weka machine-learning tool to conduct this study on a data set from some university students, faculty, and employees in the middle east. In order to validate our approach, Weka and the SPSS tool findings and results are shown below. A number of consecutive steps are considered in conducting the experiments.

a. Data collection is to collect relevant data, define and understand the problem, then are formatted into a Weka-based arff dataset, where the class attribute is labeled for the classification task. The dataset has 370 records and 36 attributes including 1 class attribute. In general, the quantity and quality of the dataset dictate how accurate the model is. The outcome of this step is a representation of data in a tabular form which will be used for training the model.

b. Data preparation is the step of wrangling data and preparing it for training. It includes filtering data and cleaning it via removing duplicates, correcting errors, dealing with missing values, normalization, and data type conversion.

c. Feature selection is selecting the impactful subset of attributes on the model performance and its accuracy.

d. Choosing a model that fits the classification and regression tasks.

Training the model to iteratively predict correctly as often as possible.

f. Evaluate the model using a combination of metrics to measure the objective performance of the model. In addition, testing the model against previously unseen data, which mimics the model performance in the real world and to tune the model furthermore.

g. Parameter tuning (a.k.a. hyperparameter tuning) which may lead to an improved performance of the model. For example, number of training steps, learning rate, initialization values, and distribution.

h. Perform predictions using further test dataset that is new to the model but for which class labels are known to test the model and obtain a better approximation of the performance of the model in the real world.
We have considered a comparative experiment between three levels of analysis including descriptive statistics using IBM-SPSS, then classification and regression using machine-learning techniques in Weka workbench, and finally predictive modeling using a machine learning technique. IBM-SPSS is used to understand and statistically describe the collected data by identifying central tendency measures, coefficient correlations, and the significance of attributes. Using Chi-square, for instance, we have identified some significant attributes that may affect the predictive model’s accuracy. However, this did not sufficiently determine the significance and correlation coefficient of attributes, hence we further experiment with those measures using Weka workbench for both levels of training models machine learning. Machine learning consists of a variety of induction and statistical based functions that describe the data via sophisticated techniques e.g., SVM and MLP which help to learn processes towards predictions.

5. EXPERIMENTAL DATASETS

The datasets that are used in this research are collected by a questionnaire, where the whole dataset (size=370 instances) is split into two sets, training, and testing in the form of “arff” Weka file which consists of 36 attributes including 7 class attributes. Train set is used to train a model for prediction, while the test set is used to feed those models with new data for accuracy evaluation. Experimentally predetermined, the training set is 70% split while the test set is 30% split. Table 1 summarizes labels and their count for each class attribute. Compared to the well-known UCI heart disease datasets, they have 76 attributes that are reduced into 14 significant attributes pointed to only one class (e.g., heart disease), while our dataset has 36 attributes that are reduced into a handful of significant attributes (2 to 5 attributes) pointed to 7 classes not only for the heart disease diagnosis. It is easier, faster, and more accurate to predict a class using a small set of attributes. With the 7 classes in our dataset, we are able to diagnose 7 different (but related to heart disease) CVDs. In addition, our dataset has no missing values as in the UCI heart disease datasets, which makes it easier to process and better to understand. Some significant attributes are common between our dataset and the UCI datasets such as age, gender, cholesterol, fasting blood sugar, and blood pressure. Those contribute to our dataset’s validity. The dataset has the float numerical readings of cardiovascular indexes and related diseases, e.g., fasting blood sugar, low and high blood lipids, triglyceride, cholesterol, body mass index, blood pressure, demographics, and some smoking and eating habits [34], [35]. The readings present some distinct features of heart disease cases that are clearly associated with other features such as blood pressure and fasting blood sugar that are well known to medical experts and therapists.

<table>
<thead>
<tr>
<th>Class</th>
<th>Label</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Disease (HD)</td>
<td>Yes</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>258</td>
</tr>
</tbody>
</table>

6. EXPERIMENTAL RESULTS

Here, we summarize obtained accuracy results of machine learning predictive models. For the classification task we have implemented seven popular machine learning algorithms with the same experimental settings and configuration, e.g., data preprocessing, testing mode, and attribute selection method. The parameter settings of the seven models with many common parameters and setups which are predetermined experimentally. For example, the 10 folds cross-validation test mode. The following justification illustrates the reason behind applying such a testing mode “cross-validation” as a suitable mode for our experiments.

Generally, MLP overcomes the issue of traditional machine learning methods in processing data, where it uses perceptrons for input. Using filters or wrappers within MLP, an ANN analyzes the influence of correlated coefficients (e.g., selected attributes) in a dataset that is more powerfully associated than others, and subsets are built upon instances. After passing a number of filters for the whole dataset, then on each filter, a feature subset is generated. These feature subsets are then passed over an activation function to choose whether a certain feature is existent at a given position (or rather a correlation) in the data. In short, MLP is capable of learning the following: i) each layer learns filters of growing complexity; ii) first layers learn basic feature detection filters e.g., correlation, and significance; iii) middle layers learn filters that detect subsets of attributes; and iv) last layers have higher demonstrations by learning to identify the best evaluated and significant subset of attributes (features), in diverse measurements.

One of the predictive model evaluation techniques is the cross-validation technique which splits the dataset into k-folds. It is training a model on all of the folds except one that is held out as the test set, then this process repeatedly creates k-different models and give each fold a chance of being held out as the test set.
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Then calculate the average performance of all \( k \) models. Commonly used, this is the gold standard for evaluating model performance but has the cost of creating many more models. The training dataset technique is only used when having the whole dataset and needs to create a descriptive model rather than the predictive model. This way, we will be able to create a model to better understand the problem. This was achieved by using the IBM-SPSS software. The supplied test set is only used when having a very large dataset which is not applicable in our experiment where the dataset size=370 instances. The percentage split technique is used when needing a quick idea of the model performance and could be impractical for making decisions. Hence, cross-validation is the default option to be used when uncertainty about the problem’s description. Generally, it provides a more accurate estimate of the performance than the other evaluation techniques, not to be used when having very large data. Common values for \( k \) are 5 and 10, depending on the size of the dataset. In short, cross-validation is a popular technique because it is simple to understand and it generally results in a less biased or less optimistic estimate of the model performance than others, such as a simple train/test split. Tables 2 to 5 present the accuracy outcomes of classification models using Weka and SPSS compared against each other.

| Table 2. Baseline classifier employed in Weka and SPSS |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| ZeroR | Sensitivity | Specificity | Precision | Area under curve | Accuracy (%) |
| SPSS | 0.000 | 1.000 | 0.000 | 0.834 | 69.70% |
| Weka | 0.697 | 0.000 | 0.697 | 0.940 | 69.72% |

| Table 3. Naive Bayes classifier employed in Weka and SPSS |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| NB | Sensitivity | Specificity | Precision | Area under curve | Accuracy (%) |
| SPSS | 0.000 | 1.000 | 0.000 | 0.916 | 72.63% |
| Weka | 0.943 | 0.973 | 0.945 | 0.985 | 94.32% |

| Table 4. k-NN classifier employed in Weka and SPSS |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| k-NN | Sensitivity | Specificity | Precision | Area under curve | Accuracy (%) |
| SPSS | 0.604 | 0.969 | 0.878 | 0.917 | 85.78% |
| Weka | 0.854 | 0.517 | 0.854 | 0.842 | 85.40% |

| Table 5. Logistic regression classifier employed in Weka and SPSS |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| LR | Sensitivity | Specificity | Precision | Area under curve | Accuracy (%) |
| SPSS | 0.000 | 1.000 | 0.000 | 0.974 | 93.68% |
| Weka | 0.922 | 0.892 | 0.923 | 0.954 | 92.16% |

Determining the baseline accuracy of each class attribute using ZeroR rule-based machine learning algorithm is needed at first to benchmark the performance of a predictive model. This is to verify how good the accuracy percentage obtained by the predictive models is. ZeroR typically guesses the most popular class attribute, e.g., by taking 258 instances from the heart disease (HD) class attribute and dividing it into 370 the whole instance’s size which equals to 69.72% accuracy. This is a good indicator that e.g., \( k\)-NN=85.4% or J48=95.67% are highly accurate compared to the baseline accuracy (69.72%), but the accuracy is not a sufficient indicator of a highly accurate model that is suitable for the data. Overfitting or underfitting the model is validated using measurements such as precision, sensitivity, and specificity. Therefore, understanding the data and its pattern is crucial and supported by the baseline classifier (ZeroR) before preprocessing data or fine-tuning a model’s parameters. Refer to Tables 2 to 5. We have implemented default parameter settings of the predictive models including training and testing mode. Based on the confusion matrix obtained by all classifiers, some crucial measures and rates are described:

- Accuracy (correctly classified instances) presents the percentage of test instances that were correctly and incorrectly classified. However, it is not chance corrected and not sensitive to class distribution. So, it is an insensitive performance measurement.
- True positive rate (TP) presents when the model actually predicts “Yes”, how often does it predict “Yes”? For example, TP/actual “Yes” =100/112=0.89. In other words, instances are correctly classified as a given class.
- False positive rate (FP) presents when the model actually predicts “Yes”, how often does it predict “No”? For example, FP/actual “Yes” =12/112=0.11. In other words, instances that are incorrectly classified as a given class.
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Precision presents when the model predicts “yes”, how often is it correct? For example, where a proportion of instances that are true of a class is divided by the total instances classified as that class; TP/predicted “No” =258/270=0.95.

Sensitivity (aka. recall) is a proportion of instances classified as a given class divided by the actual total in that class which is equivalent to TP rate (TP/(TP+FN)). It is used when the occurrence of false negatives is unacceptable. It would be better to have extra false positives over some false negatives. It is very useful when predicting disease.

Specificity is a ratio of true negatives to total negatives in the data (TN/(TN+FP)). It is used when stopping false alarms is required. It is very useful when running e.g., a blood pressure test in which all patients who test positive will immediately be classified as heart attack potentials.

ZeroR classifier is not provided explicitly in SPSS and SPSS-modeler, which need a number of cumulative steps, while it is fully provided in Weka with full control of the classifier’s parameters that are easy to tune in one workspace. So, we are unable to report the outcomes of the baseline classifier in a fair and comparable form. As mentioned before, baseline accuracy (as a performance benchmark evaluation) is crucial for testing and validating a classification process or predictive model. This favors Weka over SPSS due to automation, benchmarking, and parameter control. From Table 2, both software showed very similar performance with an almost identical accuracy percentage. However, Weka has obtained better indicators of how to fit the classifier model to the collected dataset. See both models’ sensitivity, specificity, precision, and area under the curve. Note that SPSS performs a default 50/50 split of the dataset for the baseline accuracy, hence the performance benchmark is not worthy.

Again, we are unable to report the outcomes of the NB classifier from SPSS in a fair and comparable form since SPSS does not provide full control of NB classifier’s parameters. Most importantly, NB classifier of SPSS only reports the distribution of the Bayesian network in which it translates the conditional probabilities of the heart disease class. It distributed the probability of the categories of the class into “Yes”=0.27 and “No”=0.73. From Table 3, it is shown that NB classifier from Weka has outperformed the one from SPSS in terms of area under the curve as well as a very high accuracy percentage with a big difference.

From Table 4, both Weka and SPSS are almost identical in terms of accuracy. However, observing the relation between sensitivity and area under the curve, SPSS has clearly built an overfit model. This is due to the fact default configuration is used in k-NN model, however, in the SPSS dataset split for training and testing. Hence, Weka has built a fit predictive model based on the observation of sensitivity. Table 5 shows Weka and SPSS are approximately equal in terms of accuracy, however, the area under the curve is high, and the variance between both software in sensitivity and precision indicates the limitation of SPSS, which renders Weka’s superiority to SPSS.

Figure 1 shows that Weka has outperformed SPSS-modeler in terms of both accuracy and model fit. Therefore, it is evident that Weka is more suitable than SPSS as it can overcome the limitations of SPSS. As far as the SVM algorithm is concerned, Figure 2 illustrates the results obtained from Weka and SPSS. SPSS has obtained a better accuracy percentage and higher area under the curve, but at a great cost giving away suitability for the dataset by overfitting the model. Hence, Weka showed a model that fits the dataset.

![Figure 1. Decision tree classifier employed in Weka and SPSS](image-url)
MLP using Weka has obtained better accuracy (94.59%) than the one using SPSS (87.36%). Furthermore, Figure 3 illustrates a better accuracy and avoided overfitting presented by a higher area under curve in relation to sensitivity. Figure 4 illustrates that only Weka provides MLPBP explicitly, therefore, there were no results from SPSS. MLPBP has obtained the best overall performance among all classifiers presented in Tables 2 to 5 and Figures 1 to 4.

With a total number of 370 instances in the dataset, it is clear from Tables 1 to 5 and Figures 1 to 4 that all classifiers have obtained highly accurate classifications. It is clear that J48, MLP, and MLPBP models have obtained the highest accuracy compared to the baseline accuracy for all classes, some of which are excellent (e.g., SVM) or acceptable while others are poor (e.g., k-NN). Some models are overfitting such as J48, NB, LR, and MLP, while others are underfitting models such as k-NN and SVM. MLPBP model has reached stability without overfitting nor underfitting the data.

The best experimental configuration of the best performing MLPBP model is: number of layers is 3, number of inputs is 35, number of hidden layers is 18 ((Attributes+Classes)/2=18), number of outputs is 2, learning rate of 0.3, momentum of 0.2 to update weights, 100 epochs and cross-validation training as a testing mode, recursive instance iterator, 500 seconds running time, Softplus as an activation function, SquaredError as a loss function, a steepest descent heuristic as an optimization algorithm, and a subset attribute selector with best first search within attributes space.
CONCLUSION

The results indicate a clear impact on the classification accuracy, which can be contributed to a number of characteristics in the MLPBP model. The first characteristic is the number of hidden layers in relation to the testing mode (number of attributes plus number of classes). The second is the cross-validation testing mode that proved better than both percentages split and training evaluation modes for all class attributes. This could be referred to as the size of the training dataset. This observation also applies to the rest of the models. Finally, the third is the optimization algorithm that employed the steepest descent heuristic, which has the ability to converge quickly towards local minima. It passes the best-fitted information back and forth between the input and output layers.

These characteristics are subject to find out attributes that have the greatest impact on the classification task. In order to obtain accurate results for the predictive models, we need to select relatively large, independent features that can result in better validation. Our MLPBP model obtained almost all the predictions by integrating medical observations and demographic data. However, the choice of the most appropriate algorithm depends on many parameters including the types of data collected, the size of the data samples, the time limitations as well as the type of prediction outcomes. The MLPBP model has proved to be accurate, rapid, and inexpensive medical decision making. It has handled test datasets robustly and efficiently. It also obtained highly accurate classifications compared to other classifiers including the baseline classifier.

SPSS failed to outperform Weka due to using the Chi-square test, although it is very handy for fast training, its accuracy is medium due to its classification limits and the inability to differentiate correlated predictors. Chi-square is very useful to determine statistically significant attributes only in the demographic part of our dataset. That is why we implemented Chi-square using IBM-SPSS prior to deploying Weka. Weka has proved to be better than SPSS in different aspects such as the use of baseline benchmark, full control of classifiers’ parameter settings, default configurations, full access of performance metrics and model’s fitness, providing a wider range of classifiers and modelers, a wider variety of data filters, wrappers, and features selection methods, and finally automation.

In future research, we will make more efforts trying to improve the accuracy of the predictive model and enhance its performance, including parameter tuning. The improvement will focus on implementing two main modifications. First, employing a better feature selection technique to select highly correlated attributes to their respective class (e.g., heart disease). This can be achieved by using wrapping subsets and evaluating them and a powerful optimization algorithm, then employing a better learning strategy to control bias, convergence, and avoiding overfitting. We can achieve this by applying a SoftMax activation function, sigmoid updater, and non-improvement every 5 epochs.
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