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Abstract

We usually encounter two problems during speech emotion recognition (SER): expression and perception problems, which vary considerably between speakers, languages, and sentence pronunciation. In fact, finding an optimal system that characterizes the emotions overcoming all these differences is a promising prospect. In this perspective, we considered two emotional databases: Moroccan Arabic dialect emotional database (MADED), and Ryerson audio-visual database on emotional speech and song (RAVDESS) which present notable differences in terms of type (natural/acted), and language (Arabic/English). We proposed a detection process based on 27 acoustic features extracted from consonant-vowel (CV) syllabic units: /ba/, /du/, /ki/, /t/ common to both databases. We tested two classification strategies: multiclass (all emotions combined: joy, sadness, neutral, anger) and binary (neutral vs. others, positive emotions (joy) vs. negative emotions (sadness, anger), sadness vs. anger). These strategies were tested three times: i) on MADED, ii) on RAVDESS, iii) on MADED and RAVDESS. The proposed method gave better recognition accuracy in the case of binary classification. The rates reach an average of 78% for the multiclass classification, 100% for neutral vs. other cases, 100% for the negative emotions (i.e. anger vs. sadness), and 96% for the positive vs. negative emotions.
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1. INTRODUCTION

Emotion conveys very important information about the psychological state of each individual. It thus plays a crucial role in shaping human social interactions. In this regard, several researchers have turned to the field of automatic emotion recognition to understand and retrieve the emotions of the interlocutor. This type of study is based on a wide variety of fields such as neuroscience [1], psychology [2], psychiatry [3], audiology [4], and computer science [5]. On the other hand, new communication technologies, such as call center applications, assistance to the elderly or disabled [6]–[9], and have largely contributed to the expansion and development of this field.

In the literature, there are several ways to recognize an emotional state. Indeed, researchers have used different methods based on facial expressions, speech, and physiological signals [10]–[13]. Each of these methods has its strengths and weaknesses. Those based on speech take advantage of the ease and low cost of speech acquisition. These facts have motivated researchers to exploit the features of speech in order to
build an emotion recognition model from different audios. This is not only to ensure human-machine interaction but also to analyze the interaction capabilities between humans [14], [15].

To build a speech emotion recognition system (SER), emotional speech databases are needed. Since the late 1950’s, many emotional databases have been available. Interspeech emotion challenges started the process of standardizing these databases (2009, 2011, 2013...). These series of conferences addressed the problem of lack of standardized corpora and test conditions to compare SER performance under identical conditions [16]–[19].

Despite this, building an optimal emotion detection system from audio signals is still a challenge. Indeed, everyone knows that people of different ages, languages, cultures, genders express their emotions in different ways, so finding the feature vector that carries the optimal information capable of distinguishing between emotions regardless of who expresses them is an open problem. Our work attempts to address this issue by developing an automatic detection system that relies on two emotional databases expressed in English. The Ryerson audio and visual database of emotional speech and song (RAVDES) and Arabic Moroccan Arabic dialect emotional database (MADED). The proposed feature vector is obtained from the consonant-vowel (CV) syllabic units (C for a consonant and V for a vowel) belonging to both databases and which have undergone several acoustic treatments. The classification phase is performed using the artificial neural network algorithm.

The remainder of this work is arranged in the following manner. The second section of the paper gives an overview of relevant studies. The proposed method, specifically our new feature extraction method based on phonetic syllables and focusing on the spectrum and content, is discussed in section 3. Section 4 discusses the simulation results, while section 5 concludes the paper.

2. RELATED WORKS

The approach followed by the majority of works on the construction of automatic emotion recognition systems consists of three essential steps. The first one is crucial and has an impact on the whole process, it is the construction of the emotional database. In the literature, several types of corpora differ according to the way the emotion has been induced, the language, considered emotions and iterated sentences [20]–[25].

The second step involves the extraction of acoustic parameters that are robust to interfering factors such as speaker variation and environmental distortion. These features include energy, fundamental frequency, duration, loudness, formants, and voice quality parameters. They can also be correlated with data from other modalities (visual modalities) to improve the efficiency and robustness of the detection system [26], [27].

The task of classification constitutes the last step in a SER construction. Many classification approaches have been applied to the selected features, such as the gaussian mixture model (GMM) [28], support vector machines (SVM) [29], hidden Markov model (HMM) [30], random forest algorithm [31], artificial neural network (ANN) [32] and extreme learning machine (ELM) [33]. Table 1 (see in appendix) provides a summary of the research on SER. It presents the databases, the emotions, the classifiers, the acoustic features as well as the accuracy rates.

3. PROPOSED APPROACH

Our proposed method has four main components: The first one is building a consistent emotional speech database. After this, extracting effective features and applied normalization. Finally, designing reliable classifiers using machine learning algorithms. Figure 1 describes all mentioned steps of the proposed method.

3.1. Construction and preparation of databases

3.1.1. Moroccan Arabic dialect emotional database

The Arabic language is one of the ten most widely spoken languages around the world, nevertheless, there is a lack of Arabic speech emotions datasets. Wherefore, the first crucial task of our study was the construction of a natural appropriate database. Natural databases (usually obtained from direct and spontaneous interactions between interlocutors: interviews, and call centers, are the most time and resource-consuming, as they require extremely hard preliminary denoising and labeling tasks. But they offer a richness in the recorded dialogues and the emotions they contain.

In this work, the natural MADED is constructed from programs broadcast on the YouTube channel. These were interviews where the speaker is involved in an interaction that shows his emotions. Four primary emotions. Were considered: anger, joy, neutral state, and sadness.
a. Data collection

We were only allowed to use audio support and verbal expression in our corpus. Hundreds of clips extracted from a variety of Moroccan dialect movies were utilized. Focused on speakers between the ages of 16 and 60 Figure 2 who were expressing primary emotions such as anger, happiness, neutrality, and sadness Table 2.

Our corpus is distinguished by the diversity of speakers (gender, social environment), as well as the contexts in which emotions occur (depending on the types of videos and thanks to the diversity of existing scenarios). In the emotional expressions, the degree of realistic data received is great. More than 100
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audio-visual sequences in Moroccan dialect (in this study, we only focus on men) are therefore chosen, ranging in length from 5 seconds to 25 minutes, for a total of 20 hours of recording. The voice data were digitized with a sampling frequency of 22.050 kHz, the background noise is then eliminated using the software “AUDACITY” then the signal is cut in the form of syllabic units and recorded in .wav format. Table 2 contains the number of samples used in this paper.

b. Database validation task

Due to the spontaneous nature of our corpus, the different emotional states of the speaker were only identified by observing his face and listening to his voice [34]. Despite this, the identification of emotions realized in different ways requires objective validation using tools such as ELAN [35] and ANVIL [36]. Basically, listeners undergo a perceptual test in which they assess the emotion of the stimuli in terms of emotional intensity.

We took the perception test to dozens of volunteers from Cadi Ayyad University students, Ph.D. students, and professors. Individual perception tests were conducted in a soundproof room by the listeners. Each listener estimates the experienced emotion as well as its intensity after hearing a stimulus and validates his judgment using the following interface, which was created specifically for this purpose as shown in Figure 3.

![Figure 3. Web annotation tool used for emotion evaluation](image)

3.1.2. The Ryerson audio-visual database of emotional speech and song

We use an open-access dataset called the RAVDESS that incorporates both video and audio (song and speech) data [37]. We will use only the audio (speech) files of 12 actors (12 males) vocalizing two matching lexical utterances with a North American accent. The speech includes eight expressed emotions (angry, sad, happy, fearful, surprise disgust, neutral, and calm) expressed with strong and normal intensity. We restrict just on four emotions namely (neutral, joy, anger, and sadness).

a. Syllable choice

In this work, We suggest a feature extraction method based on a phonetic approach, this method has been studied by [38]. The main goal of our research is to extract features from various segments, such as vowels and consonants. These segments are identified by manual segmentation of the speech signal in consonant-vowel format. The segments obtained during this phase are then called phonetic units. This technique was developed for automatic language recognition [39]. It allows eliminating the phoneme effect, produced during the pronunciation of words, which comes from the variation of the pronounced words, and which makes the distinction between the effect of the linguistic variation and the emotional variation complex. It also allowed us to work on the same units extracted in different languages (Arabic and English in our case). Thus, in line with the aforementioned idea of finding an optimal acoustic features vector able to distinguish between emotions whatever the speaker (language, age, culture...), the syllabic approach is
perfectly adapted [40]. Table 3 presents common syllables extracted from MADED and RAVDESS databases.

<table>
<thead>
<tr>
<th>Phonetic Units</th>
<th>BA /ب َ</th>
<th>DU /د َ</th>
<th>KI /ك َ</th>
<th>TA /ت َ</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MADED</strong></td>
<td>270</td>
<td>265</td>
<td>276</td>
<td>218</td>
<td>1029</td>
</tr>
<tr>
<td><strong>RAVDESS</strong></td>
<td>350</td>
<td>590</td>
<td>361</td>
<td>209</td>
<td>1510</td>
</tr>
<tr>
<td><strong>MADED+ RAVDESS</strong></td>
<td>620</td>
<td>855</td>
<td>637</td>
<td>427</td>
<td>2539</td>
</tr>
</tbody>
</table>

3.2. Speech features extraction

The first step of our process of speech emotion recognition is the extraction of speech emotional features using development tools MATLAB and Praat software [41], [42]. We propose an automatic SER based on a reduced number of acoustic indices as shown in Table 4, namely: intensity, the fundamental frequency (F0), the first four Formants, and voice quality parameters (Jitter, Shimmer) including acoustic descriptors extracted from the energy distribution in six bands. With Praat, we extracted for each utterance the fundamental frequency F0, the four first formants (F1, F2, F3, and F4), the intensity, the number of pulses, Jitter, and Shimmer. To compute energy and its distribution in the six bands for each CV, we used MATLAB codes as in [43]. The voice signal sampled at 22.050 kHz was subdivided into time segments of 11.6 ms with an overlap of 9.6 ms. Each segment was Hamming windowed and followed by zero-padding, then a 512-point fast Fourier transform was computed. The magnitude spectrum for each frame was computed by a 20-point moving average taken along the time index n. From the smoothed spectrum X(n, k), the energy in each band [100 Hz – 400 Hz]; B2=[400 Hz – 800 Hz]; B3=[800 Hz – 1500 Hz]; B4=[1200 Hz – 2000 Hz]; B5=[2000 Hz – 3500 Hz]; B6=[5000 Hz – 11025 Hz]

| Voice quality parameters | Jitter (local), Shimmer (local), Jitter (local, absolute), Shimmer (local, dB) |
| Spectral cues | The fundamental frequency F0(Maximum, Minimum, Standard deviation, median, Mean), Number of pulses (N1), and Intensity(I) |

3.3. Normalization

Feature normalization is a crucial process for reducing speaker and recording variability while maintaining the discriminative strength of the features. By using feature normalization, the generalization ability of features is increased. Many works adopted a strategy of normalization at different levels [44]: speaker, value, and instance, to improve their classification methods. The most common approach in the literature is z-normalization. For a given speech feature from the speakers: \( f_s \), its mean value: X, and standard deviation: Y are calculated. Then, the normalized feature Z is estimated as described in (3).

\[
Z = \frac{(f_s-X)}{Y}
\]
3.4. Classification
For the classification of emotions, we used machine learning algorithms. In the literature, many algorithms learn from training samples, then use the established model to classify the new observations. In our study, we chose two different classifiers, namely: ANN and SVM.

4. EXPERIMENTAL VALIDATION
This section presents the results of various experiments performed with the speech dataset for emotion recognition. It also highlights the major strengths and weaknesses observed during the evaluation process. The automatic system of emotion detection that we propose is based on 27 acoustic features extracted from 2,539 CV syllables (/Ba, /Du, /Ki, /Ta/). These syllables are drawn from two databases MADED and RAVDESS. Some of the used indices are already presented in literature such as intensity, pitch, voice quality features, spectrum, and cepstrum coefficients. From the research done on automatic Arabic language recognition [43], [45], it has been found that the energy distribution contributes significantly to the recognition of plosive consonants. In the same vein, we have studied the variation of this energy distribution and its role in automatic emotion detection.

A first work [46], published in 2021, highlighted this finding. Indeed, by working on plosive consonants extracted from the MADED natural database, and by proposing a set of features based essentially on the energy and its variations, quite satisfactory recognition rates were obtained using the K-nearest neighbors (K-NN) algorithm. The results also raised questions about the place of articulation of the consonant, the vowel associated with the syllable, and the type of emotion. In this work, we first expanded the MADED database by balancing the number of occurrences for each considered emotion type. Then, to test our proposed system, we have chosen another database which is completely different from MADED in terms of language (English) and type of database (acted) and which contains the same considered syllables. This is the RAVDESS database.

The proposed method resolves the mutual interference between the emotions so that the recognition rate of different emotions is significantly improved in Figure 4. In the first case, a multi-class classification was run using all the emotions (step 2), the results found by applying the neural network on this dataset show that the rates obtained are relatively low compared to the final method that was adopted. Subsequently, the training set is divided into two subclasses (layer 3) that present a binary classification between the Neutral emotion and the other emotions (we assign the emotions: joy, sadness, and anger the label other). Then, each category of emotions (positive or negative) is divided into different subclasses (layer 4). Finally, in layer 5, a binary classification between negative emotions was carried out.

Figure 4. Speech emotion recognition stages

To verify the effectiveness of our SER, different classification models were used: SVM, decision tree, and automated neural networks algorithms [47]. In this paper, the results of the automated neural networks will be presented where the activations functions are (identity, logistic, exponential, SoftMax, and
logistic), the number of nodes in the output, and input is respectively 4 and 27. the number of hidden layers is between 7 and 21 units. 70% of the data are used for training, 15% for testing, and 15% for validation. Then the experiments are performed with different data each time. The results of the system of detection of the emotions obtained with consonant-vowel syllables drawn from RAVDESS and MADED corpora are shown in the following figures.

4.1. The MADED analysis

According to the multilayer perceptron neural network algorithm, performed with fewer parameters, we observe in Figure 5 for syllable /Ba/ that the average recognition rates reach 70% for all categories of emotions, for the neutral/other, he frequents 93%. The percentages of negative emotions and positive emotions and negative are around 88%, the negative emotions reach 82%. Likewise in the Figure 6, we notice that the results of classification of the syllable /Do/ did not change. For all categories of emotions, the value reaches 77%, the neutral/other attain 100%, the negative emotions reach 82%, and the positive and negative emotions reach 96%.

Concerning the classification percentages for syllable /Ki/ in Figure 7, all the results still constant. All emotion categories attain 78%, for the neutral/other its 98%, the negative emotions reach 85% and the positive and negative ones its 91%. According to Figure 8, the classification results keep the same value (for syllable /Ta/). For all emotions categories, the value is still around 75%. The value neutral/other is 100% and negative as the negative emotions. The percentage of 88% is the value of the classification between positive and negative emotions.
4.2. The RAVDESS analysis

Similarly, we will apply our model to the RAVDESS database. Figure 9 represents the recognition rate for syllable /Ba/, for all emotion categories the results of classification reach 77%, 92% for neutral/other, 95% for negative emotions, and 91% positive and negative emotions. According to Figure 10, the syllable classification results for syllable /Do/ are as follows: the rates of all emotions categories, neutral/other, negative emotions and positive & negative emotions are respectively 73%, 88%, 94% and 86%.

Figure 9. Classification percentage for syllable /Ba/

In Figure 11, we can see that the highest-ranking score for all sentiment categories is 72%. For neutral/others, it frequents 89%. The percentage of negative emotions is 100% and the positive and negative emotions is about 83%. In the graph of Figure 12, we notice that the classification results for the syllable /Ta/ have not changed. Scores reached 100% for all emotions categories, 92% for neutral/other, 97% for negative emotions, and 99% for both positive and negative emotions.

Figure 11. Classification percentage for syllable /Ki/

4.3. Mixed RAVDESS and MADED analysis

To check the stability of our system of recognition of emotions, we mixed the two databases and tested them the same way as in the preceding parts. In the graph of Figure 13, the recognition rate for all emotions, reaches 61%. Scores reached 91% for neutral/other, 89% for negative emotions and positive and negative emotions. Which is an acceptable rates taking into consideration that the data come from two
databases that involve two different domains. Similarly, the average recognition rate for syllable /Do/ in Figure 14 scored 65% for all emotions categories, 88% for neutral/other and negative sentiment, and 82% for both positive and negative sentiment. When applying Z-normalization, improvements in the recognition rate can go as far as +8%.

According to Figure 15, the classification results remain unchanged. Across all emotions categories, the value is still around 69%. Neutral/Other values are 87%, the value of negative emotions is 88% and 79% for positive and negative emotions. The Figure 16 represents detection rates for all sentiment categories, neutral/other, negative sentiment, and positive and negative sentiment. Classification results varied between 70% and 93%.

Figure 13. Classification percentage for syllable /Ba/
Figure 14. Classification percentage for syllable /Do/

Figure 15. Classification percentage for syllable /Ki/
Figure 16. Classification percentage for syllable /Ta/

5. CONCLUSION

In this work, we used CV syllabic units associated with plosive consonants (/Ba, /du, /ki, /ta/) to analyze four emotions: joy, sadness, anger, and neutral state. For this purpose, we considered two emotional databases MADED (natural database in Moroccan Arabic) and RAVDESS (acted database in English). The proposed acoustic features vector consists of 27 measures. These measures correspond to standard indices such as the first four formants, fundamental frequency, voice quality parameters, and energy. They were, however, enriched by the specific calculation of the energy distribution in six specific bands, each of them covering a part of the vocal tract (Band 1: 0 to 400 Hz; Band 2: 400 to 800 Hz; Band 3: 800 to 1,200 Hz; Band 4: 1,200 to 2,000 Hz; Band 5: 2,000 to 3,500 Hz and Band 6: 3,500 to 5,000 Hz). The classification phase was performed with the neural network algorithm.

The obtained results show that, although the multi-class classification gives acceptable rates, they are still lower than those obtained with the proposed binary classifications (Neutral/other, positive emotions...
/negative emotions, negative emotions (anger/sadness)). On the other hand, differences regarding the emotional databases were noted. For MADED, differentiating between the neutral state and the other emotions always gives the highest rates (they sometimes reach 100%). For RAVDESS, it is the distinction between negative emotions (anger/sadness) that reaches the highest scores (up to 100%).

To test the proposed system, we mixed the two bases and applied the same procedure. The obtained rates have slightly decreased but are still very satisfactory. The analysis of the results obtained with the z-normalization shows that, with respect to each type of classification, the values are very close for all the syllables, with a slight increase for the syllable /ta in the case of the discrimination between neutral/other. These results encourage us to say that the strategy we propose in this work is very conclusive and encourages us to explore other aspects of automatic emotion recognition from a speech by considering other syllabic units, other languages, and other emotions

APPENDIX

Table 1. Comparative analysis of existing techniques

<table>
<thead>
<tr>
<th>Ref/year</th>
<th>Dataset</th>
<th>Emotion</th>
<th>Classifiers</th>
<th>Acoustic Features</th>
<th>Best result</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018[48]</td>
<td>Spanish database and Berlin Emo-DB</td>
<td>Disgust, anger, joy, fear, sadness, surprise, and neutral</td>
<td>Recursive neural networks (RNN) and multivariate linear regression (MLR)</td>
<td>Mel-frequency-cepstrum-coefficients (MFCC), and Modulation spectral (MS)</td>
<td>The recognition rate reaches 90% by applying the recurrent neural network on the Spanish database and 82.41% for the Berlin dataset.</td>
</tr>
<tr>
<td>2018[49]</td>
<td>FAU-Aibo (German speech), CASIA (Chinese Speech), SAVEE (English)</td>
<td>Sadness, Happy, anger, surprise, fear, and neutral.</td>
<td>Brain emotional learning (BEL) and Genetic algorithm (GA)</td>
<td>INTEERSPEECH 2009 standard feature set.</td>
<td>Speaker-dependent: 71.05% (FAU Aibo) and 90.28% (CASIA), 76.40% (SAVEE).</td>
</tr>
<tr>
<td>2019[50]</td>
<td>BUEMODB (Turkish speech), EMODB (German speech), and RUSLANA (Russian speech).</td>
<td>Neutral, Anger, happy, Sadness, Disgust, Fear, Boredom</td>
<td>Principal component analysis (PCA) + Logistic regression + Long short-term memory (LSTM)</td>
<td>OpenSMILE statistical features</td>
<td>Speaker-independent: 64.60% (FAU Aibo) and 33.55% (CASIA), 44.18% (SAVEE).</td>
</tr>
<tr>
<td>2020[51]</td>
<td>Egyptian Arabic speech emotion (EYASE)</td>
<td>Sad, happy, neutral, and angry.</td>
<td>SVM and k-NN</td>
<td>Prosodic, spectral, and wavelet features</td>
<td>The SVM classifier outperformed the other classifiers in the multi-emotion classification (ABHN), with recognition rates of 66.9%, 66.3 percent, and 66.8% for males, females, and both.</td>
</tr>
<tr>
<td>2020[52]</td>
<td>EmoDB and Spanish Database.</td>
<td>Joy, sadness, anger, disgust, neutral, fear, and sadness.</td>
<td>RNN, MLR, and SVM</td>
<td>MS+MFCC</td>
<td>The best accuracy (94%) for the Spanish database.</td>
</tr>
<tr>
<td>2020[53]</td>
<td>IEMOCAP</td>
<td>Happy, sad, angry, and neutral</td>
<td>Deep neural network (DNN)+HMM</td>
<td>MFCC + Epoch based features</td>
<td>For the Berlin dataset, the rate reached 83%.</td>
</tr>
<tr>
<td>2020[54]</td>
<td>RAVDESS, SAVEE, TESS, THAI and CREMA-D</td>
<td>Sadness, anger, disgust, and fear</td>
<td>Deep convolutional neural network (DCNN)</td>
<td>MFCC</td>
<td>MFCC has a recognition rate of 60.86 percent and MFCC + Epoch-based features has a recognition rate of 65.93 percent.</td>
</tr>
</tbody>
</table>
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