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ABSTRACT

The tremendous growth in the availability of enormous text data from a variety of sources creates a slew of concerns and obstacles to discovering meaningful information. This advancement of technology in the digital realm has resulted in the dispersion of texts over millions of web sites. Unstructured texts are densely packed with textual information. The discovery of valuable and intriguing relationships in unstructured texts demands more computer processing. So, text mining has developed into an attractive area of study for obtaining organized and useful data. One of the purposes of this research is to discuss text pre-processing of automobile marketing domains in order to create a structured database. Regular expressions were used to extract data from unstructured vehicle advertisements, resulting in a well-organized database. We manually develop unique rule-based ways of extracting structured data from unstructured web pages. As a result of the information retrieved from these advertisements, a systematic search for certain noteworthy qualities is performed. There are numerous approaches for query recommendation, and it is vital to understand which one should be employed. Additionally, this research attempts to determine the optimal value similarity for query suggestions based on user-supplied parameters by comparing MySQL pattern matching and Jaccard similarity.

Keywords:
Data mining
Jaccard similarity
Query suggestions
Text mining
Web content mining

This is an open access article under the CC BY-SA license.

Corresponding Author:
Ahmed Adeeb Jalal
Computer Engineering Department, College of Engineering, Al-Iraqia University
Baghdad, Iraq
Email: ahmedadeeb@aliraqia.edu.iq

1. INTRODUCTION

Text mining is a very effective technique for using the enormous quantities of unstructured textual data that are commonly accessible in big data analytics, to find new information and discover important patterns and correlations buried in the data. Unstructured data accounts for more than 80% of the information accessible on web sites. As a result, it is more difficult to evaluate and search. As a consequence, attempting to detect and extract the feature properties from many heterogeneous formats of stored data has significant obstacles [1], [2]. Textual data (email messages, word documents, and PDF files) and non-textual data (MP3 music, photos, and videos) are both considered unstructured data on the Internet. Unstructured data refers to any kind of not-indexed data, either in a relational database or via another indexing technique.

The phrase “text mining” refers to the process of extracting usable information from human language texts via the analysis of enormous amounts of data [3], [4], such as those included in electronic documents, online web pages, and vehicle advertisements. Classification and organization of data by text mining algorithms is based on lexical or linguistic patterns. Calculating the similarity of texts is critical for a variety of activities, including text summarization, machine translation, text clustering, and text classification.
As a result, we try to identify one keyword or a sequence of keywords that may be used to construct queries across retrieval systems with the aim of collecting the data we seek. Information retrieval systems are used in a variety of applications, including social media analytics, plagiarism recognition, and search engines, all of which make use of text mining for predictive analytics and opinion mining [6]. As such, text mining is a broad term that covers a number of fields, including information extraction, text analysis, and knowledge discovery.

Text mining began in the 1980s via the use of manual approaches. Since then, the storage capacity of digital information is increasing every month. Thus, storage capacity per month was 122 Exabyte in 2017, and rose to 156 Exabyte in 2018; Cisco predicts a continuous rise in storage capacity over the next few years [7]. Between 2016 and 2020, the capacity of information storage doubled, and it is expected to increase as well in 2021 [8]. This growth renders manual text mining approaches obsolete and prohibitively costly. Thus, the huge increase in data volume necessitates pre-processing that may have a discernible effect on achieving good findings. As a result, many text mining algorithms consider text processing activities to be a critical component of addressing the documents. Thus, the emphasis was on automating the processing of data during the development of special-purpose programs in a variety of fields [9]. Text mining programs are utilized in a wide variety of fields, including sociology, education, research, medicine, and marketing. The programs are being developed at a breakneck speed, in lockstep with the evolution of technology.

One of the most effective computer science techniques is regular expressions [10] and is heavily used in natural language processing. Regular expressions are a subset of linguistic notation that are determined by a defined search pattern in conjunction with a supplied sequence [10]. While regular expressions have certain limits, they are an incredibly powerful tool for defining a wide range of protocols, formats, and tiny textual languages. This advantageous language is used to find words, terms, or text strings that fit a pattern in textual data. Typically, patterns are composed of a series of characters. Regexps are a kind of algebraic notation used to define and characterize a collection of specific strings. Regexps are now extensively employed throughout a range of scientific disciplines, including information technology, medicine, and sociology. For example, identify network protocol [11], malware detection [12], web mining [13], summarize the events that led to childcare outside the home [14], and determining the sequences of deoxyribonucleic acid (DNA) [15]. Despite this, it is not easy to comprehend the regular expressions to reuse them, owing to the absence of abstract procedures that would otherwise result in the fast expansion of regular expressions. Additionally, it is quite difficult to locate the appropriate regular expression and apply it to a given situation.

We provide a robust set of self-contained regular expressions in this paper to solve the lack of understandability and usefulness. Additionally, the suggested regular expressions’ syntax gives increased coverage while minimizing complexity. Thus, this strategy has a considerable influence on the discovery of relevant information and the enhancement of database search ability through user queries. As a result, we suggested a regular expression-based semantic analysis method for addressing advertisement pages and user questions. The suggested system leads users through the structured database domain by way of their queries.

Typically, users confront several obstacles when it comes to learning new languages due to their fast lifestyles. As a result, one of the objectives of this paper is to develop a search engine capable of learning patterns described by regular expressions. Then, based on advanced learning and the user’s requirements, the search engine can detect and discriminate between two languages: Turkish and English.

The procedure of searching for advertising sites is to locate the most relevant advertising based on the user’s description or keywords. For conventional ad searching, the user enters terms and then presses the button to see the results. This paper advances MySQL pattern matching and Jaccard similarity for user-supplied query based on the following parameters: response time, proximity of keywords to the suggestion, proximity ratings and sorting from closest data, data retrieval strength based on the number of words entered, and data retrieval strength among a number of data that can be suggested. Several studies have been conducted to show the various approaches for using regular expressions and determining the degree of similarity between words, phrases, paragraphs, and texts. As such, we provide some reviews of relevant literature on regular expressions and similarity measures in various applications.

Bhatia et al. [16] created a method for analyzing unstructured automobile ads on the website (https://www.kbb.com) of Kelley Blue Book. This method put together a variety of techniques of natural language processing (NLP) as well as manual rules, feature engineering, and maximum entropy classifiers. As a result of this information, the relational database is populated with values for interesting attributes. Thus, people can do structured searches on specific interesting characteristics with ease. Michelson and Knoblock [17] suggested analyzing postings to develop reference sets for classifying car ads on the website (https://www.craigslist.org) of Craigslist. As a result, these sets of references can serve as the foundation for building tables in a relational database that contain entities of postings and their characteristics. For example, a reference collection for cars could contain information about the vehicle’s model, brand, and trim. This type of...
of information enables structured search on unstructured data. Kabasakal and Soyuer [18] provide research that satisfies a demand in a university–industry partnership web portal project (EGEVASYON) by matching a list of projects with a relevant subset of keywords through the Jaccard similarity measure. Each similar subset of keywords has various use-cases in accordance with the web portal's requirements. It is necessary to process a given collection of keywords that may refer to another project, a researcher's areas of interest, or simply a user-supplied query. The challenge is equivalent to picking more relevant sets based on an input set in each of the three cases outlined. Intuitively, recommendations should come from the projects that most closely match the visitor's profile.

With 492 articles, Rinratha and Suryasa [19] created a methodology for finding the right article based on the user description or keywords. This method for article searching makes use of MySQL pattern matching and Jaccard similarity. Users simply need to type a few characters or words to search, and the system will automatically generate search options. When the user finishes typing in the input field area or when the user picks the supplied recommendation, the system will halt offering search. The study's findings indicate that although Jaccard similarity query suggestion delivers more accurate search results, it takes longer to execute than MySQL pattern matching.

It is important to note that natural language processing is a broad term that includes many fields such as artificial intelligence, machine learning, and linguistic processing. It is used to describe the ability of computers to understand human languages through computational methods [20]. Due to their daily concerns, the majority of users lack the time necessary to learn even a few basic lines in a new language. The consequence was the development of natural language processing, which was designed to make the user's work easier while also satisfying the user's desire to interact with a computer in natural language. Therefore, we will concentrate on gathering relevant information by crawling the website (https://www.arabam.com) [21] of car advertisements in order to assist consumers throughout their search process.

As shown above, we summarized some of the literature reviews on extracting and analyzing information from unstructured data and on resource semantic annotation. The second part discusses techniques that include suggested approaches, web content mining, and text processing. The third part discusses the proposed approach and the methods that were utilized to implement it. Finally, this paper aims to facilitate the search process for users by writing a few words.

2. RESEARCH METHOD

Text mining is a broad term that encompasses a range of approaches, including web data mining, information extraction, and natural language processing, which are used to explore and identify patterns and interrelationships. Developing a range of techniques based on various mathematical and statistical approaches is necessary to extract high-quality information from unstructured data [22]. Several of these strategies are aimed at enhancing language, pattern recognition, and mathematical capabilities.

Unstructured data contains useful information in the form of statements and phrases. Thus, text mining should detect semantic patterns in order to extract and utilize this information that allows for the search ability of the stored database. Structured data requires the development of a database model that represents the information kinds that will be captured, processed, stored, and retrieved. The primary objective is to convert unstructured data into analyzable data (structured data) using natural language processing analytical methodologies. Because structured data is simple to manage and handle, it may be inputted, stored, analyzed, and searched for concurrently. Thus, structured data reduces the high costs and performance constraints associated with storage, memory, and processing.

The text mining process flow is iterative, examining data acquired from web pages using a series of keywords/patterns of regular expressions to get the best results. This phase might result in clusters of several words being stored in the relational tables. Additionally, the search query process evaluates user queries to generate a cluster of various keywords from which a database search may be conducted to uncover information. The fundamental concept of the search process is to leverage the numerous phrases entered by the user to locate the most relevant advertising sites based on MySQL pattern matching and Jaccard similarity. The system is divided into three major phases that correspond to the primary tasks that are involved in typical text mining techniques that are the foundation of the system work. These stages are (web content mining, text processing, and text similarity measures) to provide logical conclusions when determining the similarity between two texts.

2.1. Web content mining

Web content mining is the process of extracting, analyzing, and integrating valuable data, information, and knowledge from the content of web pages. The researchers created a web crawler tool to collect the necessary data from the web. For instance, apartments' information could be gathered from online real estate listing websites to create a new dataset [23]. Mining is always attempting to deduce the website's
structure in order to convert it into a database. Normally, a crawler either has a specific domain (URL) for which it is primarily responsible for page harvesting or has no domain at all. A web crawler's primary objective is to efficiently get current data from relevant pages. Thus, crawlers are increasingly considering distributed crawling as a means of circumventing the capability restrictions of global search engines by spreading the crawling operation among users, queries, or even client machines [24]. Prior to text mining, one first identifies the HTML document's coding standard and converts it to an inner code. Then, using various text mining techniques, one may discover important knowledge and patterns.

2.2. Text processing

Text summarization is a long-standing difficulty for applications of text mining. Due to the fact that these applications must summarize lengthy text documents in order to provide a concise summary of the subject [25], it is hoped that the specifics will be omitted while the keywords will be retained. As a result, a text summary is the act of gathering and composing a condensed version of the original text document that includes relevant information for the user.

The deluge of digital information has outstripped our capacity to comprehend it. Thus, semantics or meaning interpretation may be used for computer literacy in order to get access to knowledge and information. Computational intelligence at a higher level, natural language processing, and text summarization all need a judgment of the appropriateness of the returned findings. Text summarizing approaches may be broadly classified into two types: extractive summarizing, which extracts fundamental information from the original text, and abstractive summarizing, which generates new information from the original material [26].

Tokenization is often the first step in text preprocessing [22]. Tokenization is the process of transforming a series of characters into tokens. For the most part, researchers employ words as tokens and white spaces to divide strings. However, phrases or paragraphs might likewise be used as tokens. By using word tokens and converting them to a document-term matrix, the 'bag-of-words' is created.

One of the unsung achievements of computer science standards is the regular expression (RegEx), a language for describing text search strings. This useful language is embedded in almost every computer language, word processor, and text processing application [10]. In its most basic form, a regular expression is an algebraic notation for describing a collection of strings. They are especially useful for textual searches when we have a pattern to look for and a corpus of texts to search through. Thus, the majority of what we will perform with unstructured data will require first separating or tokenizing words using regular expressions to transform them into more searchable data that is stored in a relational database.

2.3. Text similarity measures

Information retrieval is a process of finding and retrieving relevant information linked with a given collection of keywords in order to meet the user's specific information request [27]. As a consequence, this method has often been focused on easing access to information rather than on processing, analyzing, and summarizing data in order to uncover hidden patterns. The retrieval idea is based on the notion of questions and answers, with the objective of finding documents that contain the answers to the questions. Thus, after the text summarizing step, information retrieval may be focused on the user's inquiry.

In text mining, similarity measures are defined as functions that increase with the number of common characteristics and decrease with the number of dissimilar characteristics. Word similarities may be quantified in two ways: lexical and semantic. When words have a similar character sequence, they are lexically similar, but, when they have the same topic, they are semantically similar. Typically, string-based algorithms are used to determine lexical similarity. However, knowledge-based and corpus-based methods are used to determine semantic similarity [28].

Numerous techniques may be employed to generate query recommendations. Two search applications were constructed in this research employing MySQL pattern matching and Jaccard similarity, and the resulting results were compared. MySQL supports both traditional SQL pattern matching and pattern matching using extended regular expressions. MySQL's pattern matching functionality allows you to use it to match any single character or match any number of characters [29]. Jaccard similarity is a technique for comparing members (words/phrases) of two sets in order to determine which members are common and which are unique. Jaccard similarity is often used in member comparison to determine the members' similarity value. Jaccard similarity is utilized in query recommendations to provide good results for the user throughout the search process.

In this paper, the crawler is programmed to retrieve all the pertinent URLs from the site's primary title in order to extract and store the content of the pages in the repository. Text processing is applied to all pages crawled and saved in the repository to summarize and tokenize them. Our methodology is based on predetermined regular expressions to be utilized in Arabam websites ad collection (https://www.arabam.com)
We create and produce these regular expressions in Turkish to parse the content with the regex. These expressions are meant to get matching information according to Arabama advertisement pages. A structured database is the outcome of identifying the best matches to be indexed in it. Thus, depending on the similarity approaches employed, the database and the user-entered terms are utilized to present the search results.

Figure 1 illustrates the phases of the suggested techniques for computing the similarity degree and matching. The system is capable of handling both short and long Turkish texts crawled from websites. Additionally, this system enables searching and matching in both English and Turkish by translating the collected terms into English. The translation tool increases the user's search options by allowing him to search and query in two languages.

Figure 1. Process flow of system architecture for text mining techniques
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As seen in Figure 1, the first step (web content mining) is concerned with collecting and extracting unstructured textual material from visited websites. Regarding the second stage (text processing), it is the step in which unstructured texts from the previous stage are processed in order to extract matching terms using regular expressions. The system’s final stage (text similarity measures) involves intersecting the matching of user-entered keywords (after further processing) to the database created during the text processing phase. The recommended methodology is as follows:

a. When a web crawler is used to extract the content of a collection of posts \( P \) that correspond to training samples of Arabam posts, the collection of \( P \) web pages may be represented as (1):

\[
P = \{p_1, p_2, p_3, \ldots, p_n\}
\]

b. To identify the qualities, use specified regular expressions \( R \), which might be a collection of different words/terms in the posts. The following terms are used to describe regular expressions in \( R \).

\[
R = \{r_1, r_2, r_3, \ldots, r_k\}
\]

c. The structured database organizes the frequency with which regular expressions \( R \) occur in \( P \) posts. The structured database can then be referred to by \( D(P, R) \). Where the \( P \) posts set denotes the rows and \( R \) regular expressions the columns.

\[
D(i,j) = \left\{ \begin{array}{ll}
R_j \in \bigcap_{i=1}^{n} P_i \\
0 & \text{otherwise}
\end{array} \right.
\]

d. Create SQL statements using the search query attributes entered by the user that can be denoted by \( U \). Thus, the results are shown by matching the SQL statement to the structured database.

\[
SQL_{ST}(U) \in D
\]

e. The Jaccard similarity coefficient is used to determine comparable words between two texts by dividing the number of crossing words between them by the total number of words in both texts. Thus, the similarity degree is calculated by dividing the number of crossing terms between \( U \) and \( D \) by the union of all their words.

\[
J(U, D) = \frac{U \cap D}{U \cup D}
\]

Algorithm 1 is a representation of our technique that is shown in Figure 1, for creating a structured database utilizing Regex matches. As seen in algorithm 1, users can input any search queries about the cars to receive the top relevant information depending on their query words. Algorithm 1 illustrates how to analyze user queries in order to uncover important properties inside a structured database based on similarity methods.

Algorithm 1 show results based on MySQL pattern matching and Jaccard similarity

**Input:**

\[
\vec{P} \leftarrow \langle p_1, p_2, \ldots, p_n \rangle \\
\vec{R} \leftarrow \langle r_1, r_2, \ldots, r_k \rangle \\
\vec{U} \leftarrow \langle u_1, u_2, \ldots, u_a \rangle \\
\]

**Initialize:**

Regex Match Vector \( \vec{RMV} = \{\} \)

**Output:**

Search Results \( S \).

1: for \( i = 1:n \)
2: for \( j = 1:k \)
3: \quad \text{if } r_j \in p_i 
4: \quad D(i,j) \leftarrow RMV 
5: \quad \text{end}
6: \quad \text{end}
7: \text{end}
8: for \( i = 1:a \)
9: \quad SQL_{ST}(U) \leftarrow u_i 
10: \text{end}
11: S \leftarrow SQL_{ST}(U) \in D 
12: S \leftarrow J(U,D) = \frac{U \cap D}{U \cup D}
3. RESULTS AND DISCUSSION

The automated text mining methods discussed earlier are in use in a variety of sectors for the purpose of identifying patterns and information in unstructured data. So, numerous computer languages, including Java, Python, and C++, support the creation of regular expressions. Regular expressions establish a search pattern for textual data using a series of letters. There are several regular expression formats, such as in the regular expressions library (http://www.RegExLib.com), which now indexes 4,149 expressions uploaded by 2,818 contributors worldwide and has garnered widespread popularity for its syntactic simplicity. Nonetheless, regular expressions have certain drawbacks. As a result, strategies for validating regular expressions [30] or testing their use in applications [31] are being sought to expose potential flaws in regular expressions.

These flaws are classified into three categories: complexity, mistakes, and version proliferation, so regexes are difficult [32]. These issues make it rather difficult to reuse regular expressions. Several of the repository’s regular expressions surpassed 4,000 characters. As a result, it is not easy for users to comprehend what these long sequences of expressions do, and it is practically impossible to verify them. Additionally, there are many regular expressions strewn across online pages, which sometimes experience minor lapses. Typically, these gaps or flaws are so precise that they are difficult for people to notice. Additionally, other variants of regular expressions are produced and maintained in various repositories to accomplish the same task. As a result, locating and selecting the appropriate version for a certain activity is challenging. These three issues make it very difficult to deduce the purpose of the regular expression syntax. As a consequence, it is quite cumbersome to determine if we can choose and reuse this regular expression among a large set of regexps stored in repositories. The aim of this paper is to demonstrate how to automate knowledge discovery by formulating regular expressions for text analysis and classification. These expressions will be meticulously formulated to be able to extract keywords from targeted web pages seamlessly by supplying a collection of regular expression strings to detect relevant pages.

Certain languages, such as Turkish (research domain), include a large number of suffixes, making word tokenization more complex. As a consequence, we need to create innovative regular expressions for segmenting or tokenizing words in order to describe patterns in discovered texts. Regular expressions may be used to specify specific words from a body of text to extract. On the other hand, regular expressions are essential for converting textual data to a more convenient standard format. Additionally, we will analyze user-generated queries in order to give more comprehensive semantic explanations that may be utilized to do repository searches. As a result, the search procedure will be simple and accessible through the application we created. This application enables querying by defining desired characteristics, names, or strings in order to get the best results with the most efficiency, accuracy, and speed.

The dataset includes automotive advertisements obtained from the Arabam websites. As a result, we extracted postings’ content from their original HTML format by crawling all the sub-sites. The domain and characteristics we picked posed several hurdles in terms of deciding which candidate values would be of interest to consumers. As is generally known, it is difficult for individuals new to Turkey to acquire the language, as well as other foreign languages, in a timely way. As a result, we are attempting to provide a method for facilitating the search process inside the advertisements accessible on the English-language website. Additionally, we ensured that the search query was available in both English and Turkish, with the option of writing and drafting questions. As seen in Figure 2, we should define some features of the automobile, such as if it has colored components, Bluetooth, or sensors. Even though these traits are not often expressed in detail, the suggested methodology assists in analyzing descriptions of automobiles in order to identify certain key aspects.

| 2014 mercedes - benz cla 200 amg + gece paket 98,000 km boyaya değişen yok hasar kaydı 4500 tl hiz sabitlenecek jant sis fari yol bilgisayar sunroof cam tavan bluetooth sesli komut katlanır ayna direksiyon ekran ve göögüs makyajlı tip kirmizi dikişli baldir destekli spor kolotuk ön arka park sensörü fonsiyonel direksiyon usb girişi renkli camlar sadece kimlik ile kredi imkanımız mevcuttur kredi kartı geçeri. | öz sancak autodan 2013 passat dizel otomatik aracımın 134 bin de alt takim ürünüyen çok iyi durumdadır. aracımın içi çift renkdir. deforme yirtık söz konusu değildir aracın bütün bakımları yapılmıştır yığınca kadar. 1 parça değişen 3 parça tam boyaya 1 parça da lokal boyaya mevcuttur kazasi belası yoktur sürtmeden dolayı olmuştur hasar kaydı yoktur ...... |

Figure 2. Example of attributes detection
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We created a search engine that is dynamic and is based on regular phrases found in online vehicle ads. The goal of this project is to extract structured data from internet adverts in order to do search and query operations. Regular expression methods were used to circumvent the language barrier and extract significant characteristics from Arabam posts. Instead of using generalization patterns, this program searches for candidates for extraction using regular expressions.

The data collected and stored in the relational tables were in Turkish. As a consequence, we trained the suggested application using Turkish and English regular expressions. We analyze two different types of user search queries in Turkish and English, as shown in Figure 3. The first query in Turkish uses regular expression matching to determine the vehicle's production year and price. Algorithm 1 formulates the SQL query using these observed properties to get search results. After matching the text analysis for the second inquiry in English, we discovered the distinguishing qualities of the automobile, which are the model and the gearbox. Similarly, the SQL query is formed.

![Figure 3: Text analysis for structured search process using MySQL pattern matching][33]

When MySQL pattern matching and Jaccard similarity are used, users need to input a few search terms and the program will provide results. Figure 4 shows the application's derived scores after evaluating a collection of user-selected texts. The scores indicate the degree of similarity as determined by the Jaccard coefficient. When texts from the same class or a neighboring class are compared, the Jaccard coefficient shows a rise in similarity degrees. However, when texts from other classes are compared, the Jaccard coefficient shows a reduction in similarity degrees.
Due to the absence of a counting mechanism, proximity scores for MySQL pattern matching cannot be computed. Rather than that, MySQL pattern matching is dependent on word matches, and without a match, search possibilities disappear. However, the program shows a range of values between 0 and 1 for Jaccard similarity. If the keywords are not comparable to the data in the database, the score for the Jaccard index is 0, and if the keywords are 100 percent similar to the data in the database, the score is 1. This enables the user to choose the result that is the most closely related to his query field. The conclusion of this paper is that Jaccard similarity query suggestion provides better accurate search results than MySQL pattern matching but requires more processing time.

![Text analysis for structured search process based on scores of Jaccard similarity](image)

Figure 4. Text analysis for structured search process based on scores of Jaccard similarity

4. CONCLUSION

Through semantic analysis and translation of user inquiries, we are attempting to validate a new language-based method. This paper describes a successful application for correctly collecting data from internet classified ads. Our application's present architecture makes use of a fairly basic method for extracting data from web pages. As a result, this method depends on natural language processing's regular expressions to extract useful information from postings. As a result, considerable progress has been achieved in attribute-based research. Nonetheless, we intend to include more attributes to enhance the system's utility for users and to facilitate searching over a broader range of attributes. This could help to increase involvement in its characteristics. Additionally, we will expand the system's coverage by including more car advertising websites in several languages.
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