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ABSTRACT

In this paper, we propose an automated approach to extract business process models from requirements, which are presented as user stories. In agile software development, the user story is a simple description of the functionality of the software. It is presented from the user's point of view and is written in natural language. Acceptance criteria are a list of specifications on how a new software feature is expected to operate. Our approach analyzes a set of acceptance criteria accompanying the user story, in order, first, to automatically generate the components of the business model, and then to produce the business model as an activity diagram which is a unified modeling language (UML) behavioral diagram. We start with the use of natural language processing (NLP) techniques to extract the elements necessary to define the rules for retrieving artifacts from the business model. These rules are then developed in Prolog language and imported into Python code. The proposed approach was evaluated on a set of use cases using different performance measures. The results indicate that our method is capable of generating correct and accurate process models.
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1. INTRODUCTION

Requirements modeling is one of the earliest phases of software development. Its main objective is to understand and support the expected needs of future software development. Requirements modeling allows analysts to determine the real needs of stakeholders and to communicate with them in a language they understand, such as models instead of complex texts [1]. This analysis is based on requirements that formulate future software needs presented in natural language, described in user stories, and detailed in acceptance criteria, precisely in agile projects. Like other models resulting from this design phase, the behavior model is based on the collected requirements [2]. Acceptance criteria also called "definition of done", represent requirements that must be performed by a developer in agile software development. In the software development process, the communication between the team developers is crucial, the user story which is a requirements format is not sufficient to describe the tasks and events related to an action in the business process [3]. For this, the acceptance criteria are used to solve the incompleteness problems that can be caused in the user story. To define the acceptance criteria, natural language is used in different ways such as a list or a given-when-then (GWT) model. Many approaches in the literature cover either unified modeling language (UML) diagrams generation from textual requirements [4]-[12] or test case generation from acceptance criteria in agile projects [13]-[15]. Yet, few approaches support the generation of business process models from textual requirements, either unstructured requirements [16], [17] or agile requirements.
In [17], the UML activity diagram is generated automatically from natural language requirements. The limitation of this work is that some controls like decision nodes and forks are not automated. In [18], the business process model is built automatically from unrestricted requirements, but by manipulating the agile requirements, the authors have only managed to generate the operations of the model, and their model is still incomplete. Moreover, they only process the user stories without taking into account the acceptance criteria. In our work, we address the aforementioned research gaps and present an approach to minimize the manual effort required to derive a business process model from acceptance criteria written in GWT format using natural language processing (NLP) techniques.

In this article, we propose our method of automatically generating a business process model, which in our case is an activity diagram. This model is generated from a set of user stories grouped and analyzed with acceptance criteria. Our approach starts with the use of NLP techniques to extract the elements necessary to define the rules for retrieving artifacts from the business model. These artifacts are activities and actions describing the business process. The defined rules are developed into Prolog language and imported in Python code to complete the production of the activity diagram as a PNG image using PlantUML.

The structure of this document is as follows. This section presents the requirements modeling, and our proposed approach. Furthermore, we detail our method in section 2. Then, in section 3, we expose and analyze a UML activity diagram generated from a set of acceptance criteria. Thereafter, the performance of our approach is evaluated and discussed. Finally, the conclusion is presented in section 4.

2. METHOD

2.1. Related work

In this subsection, we present a literature review related to our approach. In [13] SPECMate is developed based on acceptance criteria in order to generate automatically case tests using NLP techniques. The core of their work consists of the use of a dependency parser provided by the NLP tool. The fragmentation of the dependency parser tree into causes and effects is carried out. To cover a number of different cause-and-effect relationships, the authors created a set of patterns in English and German. They developed an algorithm that navigates a dependency tree from its root and applies the patterns to the several nodes in the tree. Pandit and Tahiliani [14] have developed a framework called AgileUAT, their approach aims to generate a test acceptance in a test use case diagram from user stories and acceptance criteria, AgileUAT generates the acceptance test cases in natural language. The test cases that are obtained from the acceptance criteria are stored in an Excel sheet. Sibal et al. [15] propose a technique for prioritizing user story acceptance tests and for determining the critical acceptance tests. Their approach is based on acceptance criteria. To achieve their goal meta-heuristic algorithms are used, i.e., genetic algorithm and cuckoo search algorithm. The UML activity diagram is drawn and converted into a control flow graph. The authors in [16] proposed an approach allowing the generation of the business process modeling notation (BPMN) model from the textual requirement. The use of NLP was essential to analyze the specifications. In [18] iterative approach of models extraction from the requirements (iMER) is developed to automatically generate the entity relationships model and business process model from text requirements and user stories. Their approach is made iterative in order to extract the component of each model.

In [19] a set of rules is defined by the ATLAS transformation language (ATL) for the semi-automatic transformation from the computing independent model (CIM) level to the platform independent model (PIM) level in model driven architecture (MDA). The CIM level is presented by a BPMN model, and the PIM level contains three UML diagrams, namely the use case diagram, the state diagram, and the class diagram. The approach proposed in [20] allows for generating a BPMN model with a decision table schema integrated with the rules. This model is automatically generated from the model of the relations between attributes. In [21] the generation of BPMN is performed from a workflow log. The development of the process model generator is carried out with the help of Python with the pm4py library which provides the implementation of alpha and inductive miner algorithms and allows the presentation of the discovered processes in the form of Petri nets, as with their conversion into a BPMN diagram in XML and graphic format. Bouzidi et al. [22] adopt an MDA approach named BPMN2US. This method allows generating the use case diagram with the textual description of use cases. In order to generate a use case diagram from the BPMN model, a set of transformation rules is defined using the ATL language. In addition, they have developed templates using Acceleo to provide the textual description of the use cases. In [23] the approach of the authors is based on a business process model to generate the natural language requirements. Their approach is semi-automatic and consists of two steps, namely the preparation phase and the generation phase. In the preparation phase, the analysis of the business process is carried out to detect the automated activities. Then a requirement model is built for each activity. In the generation phase, the requirements model represents the input of this phase to generate the requirements document, this generation phase follows three
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steps: first, sentences are generated, then they are refined, and finally they are organized into a document that represents the requested requirements. In [24], a tool named MARITACA is developed by using NLP techniques to generate the state machine model from the use case diagram. A set of rules has been applied to the word sequences for detecting states, transitions, and triggers. In [25] an automated approach is proposed to generate use case scenarios from user stories. The generated robustness diagram includes the behavioral scenarios. Spacy NLP tool is used for analyzing the user stories and extracting actors, boundaries, controls, and entities. In [26], using process mining algorithm, the authors were able to generate the BPMN model in a PNG format and SVS format. This generation is the result of the analysis of descriptions specified with a textual domain specific language (DSL). Their approach uses textual DSL for process modeling.

As can be seen, many approaches for user acceptance testing have been developed so far. They can be classified into two groups: i) requirements-based and ii) business process-based. Our approach follows the requirements-based process in which user stories and acceptance criteria form the basis of our automation. Our approach aims at automatically generating activity diagrams from a set of acceptance criteria accompanying a user story.

2.2. Proposed approach

In this subsection we present our approach for extracting artifacts necessary to generate the activity diagram, our implementation was developed in Python language. Prolog language is used to define these extraction components. As a first step, we implemented our system using the Spyder development environment that is included in Anaconda, the Python distribution. In this tool, we created Python files in which we analyze user stories with acceptance criteria using the Stanford coreNLP tool for preparing elements to be used in Prolog rules. The defined rules allowed us to detect the activities and symbols composing the activity diagram. The Prolog file was created using the SWI-Prolog tool. From the Python files, we access the Prolog rule file using the PySwip API, this library allows us to query SWI-Prolog in Python programs. In the last step, we automatically grouped the components of the UML diagram into a text file that can be interpreted by the PlantUml API. This application programming interface (API) is implemented in Python language to generate the desired diagram as an image. Figure 1 shows the architecture of our proposed approach.

![Architecture of our proposed approach](image)

2.2.1. User stories and acceptance criteria templates

In agile software development, requirements are expressed in documents called user stories. These latter are an effective and efficient way to describe the user's needs. A user story often uses the following format type: As [Role], I want to [Action], so that [Benefit].

In Agile software development, every team uses acceptance criteria because they can be crucial to a successful implementation. Acceptance criteria are requirements that consist of a list of details on how a new software feature should operate. The input file in our approach is detailed in Figure 2.

Several teams using the agile methodology prefer the scenario-oriented type of acceptance criteria. This approach provides requirements, and it was inherited from behavior-driven development (BDD). A most used approach to writing acceptance criteria is the "Given/When/Then" scenario-oriented approach, its template is suitable for this format:
Given [some context], When [action] is carried out, Then [result] happens

Figure 2. Structure of requirements in our proposal approach

2.2.2. Natural language processing

The user story and acceptance criteria are written in natural language. Thus, we have used an NLP tool for their preprocessing. This tool is called Stanford CoreNLP. Our approach starts by browsing a set of acceptance criteria to apply a coreference, which allows in our case to replace a pronoun with the subject. Stanford CoreNLP provides coreference resolution, so in our case, this functionality is implemented in the Python language. Figure 3 depicts the steps followed in the preprocessing stage of our extraction process. Figure 4 shows an example of applying the coreference resolution.

Figure 3. Steps of preprocessing the agile requirements

Figure 4. Example of applying coreference resolution to a user story

After applying the coreference for each acceptance criteria, we split it into three parts: "given", "when" and "then" parts. Then comes the tokenization step which allows splitting the sentence into several tokens. After tokenization, and we need to determine if the token is a noun or a verb. For this reason, the use
of part of speech (POS) was necessary. In our case, the use of POS was not enough, so we use dependency parsing which provides a typed dependency that helps us a lot in the process of defining the artifact extraction rules. These typed dependencies represent grammatical relationships between the words of a sentence to extract textual relations. It is denoted by a triple relation between two pairs of words. Figure 5 shows a user story with its typed dependencies.

Figure 5. Example of a user story with its typed dependencies

2.2.3. Artifact extraction algorithm

To extract the components of the activity diagram from a set of acceptance criteria, we followed the steps described in the proposed algorithm. As an input, the algorithm takes a set of acceptance criteria (AC) and empty sets of activities In and Out, and actions A. Then In, A and Out are filled in by applying extraction rules. The loop in line 2 consists of parsing through each acceptance criteria. In line 3, coreference is applied to replace pronouns in the acceptance criteria. In lines 4-6, we divide the acceptance criteria into three parts to analyze them. In lines 7-9, the part of speech and tokenization are applied to classify each word in each part of the acceptance criteria. Then, typed dependencies are detected. In lines 10-12, the activities and actions are extracted. It should be noted that the same rules are applied in the three parts of the GWT, if a rule is applied in the second part, it is considered as an action or a condition and not an activity. However, the first and the third part are activities.

Algorithm. Artifact extraction
1: Procedure (Acceptance_criteria AC, activity IN, action A, activity Out)
2:   for each c in AC
3:   input=coreference(c) -- coreference resolution of Stanford coreNLP
4:   g=extractGiven(input)
5:   w=extractWhen(input)
6:   t=extractThen(input)
7:   POS(g), POS(w), POS(t)
8:   word_tokenize(g), word_tokenize(w), word_tokenize(t)
9:   dependency_parse(g), dependency_parse(w), dependency_parse(t)
10:  IN=extract_inputActivity(g)
11:  A=extract_action(w)
12:  Out=extract_OutputActivity(t)

2.2.4. Rules for extracting the activity diagram components

In order to automatically generate an activity diagram from several acceptance criteria, it was necessary to extract the components of this diagram, namely the activities, the action, and the transition as well as the decision nodes. To do this, we used Prolog language to define rules for extracting artifacts. In this section, we present the rules for extracting the components of the activity diagram. These rules are based on the POS and on the type of dependencies offered by Stanford CoreNLP tool. Table 1 depicts the rules used to detect the activities and conditions that constitute the activity diagram.

The rules are developed in Prolog language in this form: activity (X, Y, Z). X is the action, Y is the performer of the action, and Z is the object of the action. The rules represent the combination of typed dependencies, where each dependency presents a relationship between two words. These words denote X or Y or Z. Our tool gathers these words to form the desired activities with this form: X_Y_Z.

In the majority of the rules defined, we have three or four variables that, when grouped together, become part of the activity diagram. Sometimes it is not enough to extract X, Y, and Z to present activity because this leads to incomplete information. To solve this problem, we add a fourth variable that depends essentially on the structure of the sentence. Prolog rules which contain four variables X, Y, Z, and W detect either a preposition presented by Y or a description of Z presented by W. Our approach supports the verification of the verbs’ negation presence via the typed dependency called “neg”. In the case of a verb with a preposition, we extract them together (X_Y) and after the subject and object of the verb (Z_W). Moreover, our approach takes into account the processing of compound nouns, and also the inference of an activity thanks to the conjunction between two nouns where the first noun is retrieved as part of a generated task. Verb preposition detection is performed using these dependencies “Case, Advmod and Compound: Prt” in Prolog rules as shown in Table 1.
Given some acceptance criteria with rule applications as listed below:

- AC#1: Given that the user is logged in, when the user clicks on the avatar, then the system opens the account page.
- AC#2: Given that a user has left username or password fields empty, when a user clicks on login, then error should be displayed, and login attempt should fail.
- AC#3: Given the account is overdrawn and the card is valid, when the customer asks for cash, then ensure a rejection message is displayed and ensure cash is not dispensed and ensure the card is returned.

Table 2 illustrates Prolog rules with their applied examples.

<table>
<thead>
<tr>
<th>Table 1. Rules for activities detection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Typed dependency</strong></td>
</tr>
<tr>
<td>Rules</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>R1</td>
</tr>
<tr>
<td>R2</td>
</tr>
<tr>
<td>R3</td>
</tr>
<tr>
<td>R4</td>
</tr>
<tr>
<td>R5</td>
</tr>
<tr>
<td>R6</td>
</tr>
<tr>
<td>R7</td>
</tr>
<tr>
<td>R8</td>
</tr>
<tr>
<td>R9</td>
</tr>
<tr>
<td>R10</td>
</tr>
<tr>
<td>R11</td>
</tr>
<tr>
<td>R12</td>
</tr>
<tr>
<td>R13</td>
</tr>
<tr>
<td>R14</td>
</tr>
<tr>
<td>R15</td>
</tr>
<tr>
<td>R16</td>
</tr>
<tr>
<td>R17</td>
</tr>
<tr>
<td>R18</td>
</tr>
<tr>
<td>R19</td>
</tr>
<tr>
<td>R20</td>
</tr>
<tr>
<td>R21</td>
</tr>
<tr>
<td>R22</td>
</tr>
</tbody>
</table>

Table 2. Prolog rules with their applied examples

<table>
<thead>
<tr>
<th>Acceptance Criteria</th>
<th>Typed dependencies</th>
<th>Applied rules in prolog language</th>
<th>Extracted activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC#1</td>
<td>('nsubjpass', 'logged', 'user')</td>
<td>R21 Activity(X,Y,system):- nsubjpass(X,Y); nsubj(X,Y),not(dobj(X,Y)), not(nmod(X,Y),not(xcomp(X,Y))).</td>
<td>Logged_user_system</td>
</tr>
</tbody>
</table>
| AC#2               | ('nsubj', ' clicks', 'user'), ('case', ' avatar', 'on'), ('nmod', ' clicks', 'avatar') | R11 Activity(X,Y,W,Z):- nsubj(X,Y),nmod(X,Z), case(Z,W). | Clicks_user_on_avatar
| AC#3               | ('nsubjpass', 'displayed', 'error'), ('nsubj', 'fail', 'attempt') | R21 Activity(X,Y,Z):- nsubjpass(X,Y),not(dob(X,Y)), not(nmod(X,Y),not(xcomp(X,Y))). | Displayed_error_system
|                     | ('nsubj', 'valid', 'card'), ('cop', 'valid', 'is') | R4 Activity(X,Y,Z):- cop(X,Z),nsubj(Y),not(case(Z,X)). | Is_card_valid
|                     | ('nsubj', 'overdrawn', 'account'), ('cop', 'overdrawn', 'is') | R11 Activity(X,Y,W,Z):- nsubj(X,Y),nmod(X,Z), case(Z,W). | Asks_customer_for_cash
|                     | ('nsubj', 'asks', 'customer'), ('case', 'cash', 'for'), ('nmod', 'asks', 'cash') | R22 Activity(X,Y,W,Z):- cssubjpass(X,Y), dob(X,Y). | Ensure_rejection_message_displayed
|                     | ('csubjpass', 'displayed', 'message'), ('nsubjpass', 'displayed', 'message'), ('csubjpass', 'dispensed', 'ensure'), ('neg', 'dispensed', 'not', ('dobj', 'ensure', 'cash'), ('nsubjpass', 'returned', 'card'), ('csubj', 'ensure', 'returned'). | R17 Activity(X,Y,Z):- csubjpass(X,Y), dob(X,Y), neg(Z,W). | Ensure_cash_not_dispensed
|                     | ('nsubjpass', 'displayed', 'message'), ('nsubjpass', 'dispensed', 'ensure'), ('neg', 'dispensed', 'not', ('dobj', 'ensure', 'cash'), ('nsubjpass', 'returned', 'card'), ('csubj', 'ensure', 'returned'). | R22 Activity(X,Y,Z):- csubjpass(X,Y), csubjpass(X,Z), not(dob(X,Y)). | Ensure_card_returned

In rule "R21", we set the value of its third parameter to "system" at the beginning since the following dependencies are absent: xcomp and nsubj or nsubjpass. In the Prolog rules, X is the verb, and Y and Z are involved in the action X. In every rule since Y and Z are nouns in the most of rules, we look for their compound part by using the compound or amod dependency such as the activities extracted in the table: "Ensure_rejection_message_displayed", and "Fail_login_attempt_system".

2.2.5. Generation of activity diagram

To constitute the UML activity diagram, we have to define the conditions to insert diagram controls like fork edge, decision node, and join node. These conditions are based on a number of actions extracted from the given acceptance criteria. Table 3 illustrates the rules followed to insert the controls in the generated activity diagram.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fork</td>
<td>In a case where the number of actions that trigger the activity is just one, and the number of resulting activities is more than one.</td>
</tr>
<tr>
<td>Join</td>
<td>In a case where the number of actions that trigger the activity is more than one, and the number of resulting activities is just one.</td>
</tr>
<tr>
<td>Decision node</td>
<td>In a case the trigger action contains number and condition indicator such as operator like &quot;more, less&quot;. When there are two acceptance criteria with opposite actions, then we use the decision node, but only if both acceptance criteria have the same context, i.e., the &quot;given&quot; part.</td>
</tr>
</tbody>
</table>

To insert a decision node, we must have a condition and two or more branches depending on the condition. In our case, for example, if we have two acceptance criteria (AC) with the same "given" part, and in "when" part there is a condition; in the first AC the condition is satisfied and in the second it is not satisfied. In this case, we use the decision node.

The question is “How to determine that the condition is not satisfied in the second AC?”. Depending on the action extracted, we sometimes have a negation that clearly shows the opposition, in other cases, we have to use WordNet to determine if there is an opposition between the conditions.

After extracting the elements of the activity diagram, it is then necessary to gather these components to construct the activity diagram. The generation of the activity diagram as an image is done by PlantUml which is a library allowing to generate UML diagrams from a simple text markup language. First, we used the extracted diagram components to automatically create a text file. This file is parsed by PlantUml to generate a corresponding image of the activity diagram. In our case, PlantUml is handled by the Python language.

An activity diagram is automatically generated from several AC. The AC is divided into three parts: Given, When, and Then parts. Our tool allows us to browse and analyze these parts in each AC to automatically generate a corresponding activity diagram. The procedure is as follows: If the AC are independent, that is, the "given" part is different in some or all AC or is not similar to the "then" parts in other AC. Then, from the starting point of the diagram, we generate control flows to the activities that are represented by these "given" parts. However, if the AC are dependent, for example, the "then" part of the first AC is similar to a "given" part of another AC, then we trace the control flow from the activity of the "then" part in the first AC to the activity extracted from "when" part corresponding to the "given" part of the other AC.

3. RESULTS AND DISCUSSION

To demonstrate our mechanism of generating the activity diagram from a set of acceptance criteria. We applied the defined rules in several files that contain the AC. The evaluation of the approach was achieved through case studies.
3.1. Case study#1

This case study illustrates two features "withdrawal of cash" and "automated teller machine (ATM) transactions" performed by a customer of a bank.

a) Feature: withdrawal of cash

User story 1: As a customer, I want to withdraw cash from my bank account through ATM. So that I may save time.

- AC1: Given the account is in credit, when the customer asks for cash, then the account is debited, the cash is dispensed, and the card is returned.
- AC2: Given that the account is overdrawn, when the customer asks for cash, then a rejection message is displayed, cash is not dispensed, and the card is returned.

b) Feature: ATM transactions

User story 2: As a bank customer, I can use an ATM machine to perform transactions.

- AC1: Given that the customer puts the card, when the customer enters the password, and the password is accepted, then the customer selects the transaction type.
- AC2: Given the customer puts the card, when the customer enters the password, and the password is not accepted, then the customer enters the password.
- AC3: Given that the customer selects a transaction type, when the customer performs the transaction, and the customer selects more operations, then the customer selects a transaction type.
- AC4: Given that the customer selects the transaction type, when the customer performs the transaction, and the customer selects no operation, then the customer takes the card.

Figures 6 and 7 respectively show the activity diagram generated from the given acceptance criteria describing the cash withdrawal and ATM transaction processes. Figure 6 illustrates the use of the conjunction "and" between activities in the "then" part which led to the insertion of the fork node. Because the "given" part is not similar to the two acceptance criteria, our tool automatically draws 2 flow controls to "is_account_in_credit" and "is_account_overdrawn". Our method was unable to detect that these two elements are opposite in order to insert the decision node. Despite the absence of this symbol, the activity corresponding is not missing in the diagram.

![Activity diagram](image)

Figure 6. Activity diagram generated from given acceptance ("withdrawal of cash" process)

In Figure 7, because AC1 and AC2 have the same given part, and the "then" part of AC1 is similar to the given part of AC3 and AC4, then we have a single arrow from the entry point of the diagram, therefore "select_customer_transaction_type" is not an entry of the diagram. Two new decisions were generated due to the extraction of the opposite elements, first "accepted_password_system" and "not_accepted_password_system", then "select_customer_more_operation" and "select_customer_no_operation".
3.2. Case study#2

This case study illustrates two features "Log in" and "Log out" to access a page of an application.

a) Feature: log in

User story 1: As a registered user, I want to log in with the correct username and password so that the system can authenticate me, and I can trust it.

- AC1: Given that the registered user is logged out, when he navigates to the login page, and enters his incorrect username and password, then log in fails with an error message that specifies that the username or password was wrong.
- AC2: Given that the registered user is logged out, when he navigates to the login page, and enters a correct username and password, then his session is loaded in less than eight seconds.

User story 2: As a user, I want to receive a message error when I leave login or password fields empty.

- AC3: Given that the registered user is logged out, when he navigates to the login page, and he left username and password fields empty, and clicks on log in, then error message should be displayed, and login attempt should fail.

b) Feature: log out

User story 1: As a user, I want a log out feature in my account, so that I can end the session.

- AC1: Given that the user is on the application page, when the user clicks on the logout link, then the user must be logged out from all active sessions of the application.
- AC2: Given that the user is on the application page, when more than 30 minutes of inactivity has passed and the user reloads the page, then the user must be logged out from all active sessions of the application and redirected to the login page.

User story 2: As a user, I want to be logged out from the application, so that the logout button is hidden when I am not logged in.

- AC3: Given the user is logged out, when the user is on the application page, then the user will not see the logout button.

User story 3: As a user, I want to receive notifications when there is unsaved work in my account before I log out, so that I can save my work and not lose it.

- AC4: Given a user selects log out, when there is unsaved work, then the user should not be logged out and warn the user that their unfinished work will be lost.
- AC5: Given a user selects log out, when there is no unsaved work, then the user should be successfully logged out.

Figure 8 depicts the generated activity diagram corresponding to the previous acceptance criteria. Figure 8(a) shows the authentication process of AC1 and AC2, and Figure 8(b) depicts the activities of AC3. Our approach takes into account the order of actions in the "when" and the "given" parts, as well as the detection of conditions as in Figure 8(a), the Wordnet Library is used to determine the antonyms such as between "incorrect" and "correct" words in AC1 and AC2.

Figure 9(a) illustrates the use of the condition indicator as "more" in our approach, and also the conjunction "and" between activities in the "then" part which led to the insertion of the fork node. Figure 9(b) shows that our approach handles the preposition "on" and the compound noun "application page", as well as...
the negation "not see". As in Figure 8(a), in Figure 10 our approach inserts the decision node because of the antonyms detection of "unsaved" and "no unsaved" in AC1 and AC2.

Figure 8. Activity diagram generated from (a) AC 1 and AC2, and (b) AC3 ("log in" process)
3.3. Performance evaluation

To evaluate the performance of our approach, we used some case studies with different acceptance criteria, and to increase the number of tests, we modified them by changing the acceptance parts to test different sentence structures. To assess the results obtained, an activity diagram was constructed manually for each file containing the user story with several acceptance criteria, and then both models, the manual and the automatic were compared.

We noted that our approach extracts the activities requested either the context, the triggering action, or the activities results. The generation of the activity diagram based on the acceptance criteria revealed its efficiency. Tables 4 and 5 show a comparison of our approach to extracting activity diagram components versus the manual approach with accuracy.

Table 4 illustrates that the proposed technique was capable of retrieving almost all artifacts efficiently. The total number of activities is 50 activities including 33 for the first case study and 17 for the second case study. Our approach extracts 2 activities that are included in the detected activities, so we thought of refining the results and detecting the inclusion of activities, and we developed a python code. Among these 2 activities, we find "lost_unsaved_work" in Figure 10 and "wrong_username" in Figure 8.
our approach allows us to refine the results in the case of redundancy caused by the inclusion of activities, this can only assure us about the effectiveness of our method. Concerning the first FN, in Table 5, it is the missing "incorrect" adjective for the username in the "enters_registered_user_username" action in Figure 7. In the second case study, when extracting the symbols, it appeared that the decision symbol is missing, this symbol is the only component missing in this case study.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Total number of activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>50</td>
</tr>
<tr>
<td>Manually</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 5. Evaluation results of our approach

<table>
<thead>
<tr>
<th>Metrics</th>
<th>TP</th>
<th>FN</th>
<th>FP</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>47</td>
<td>1</td>
<td>2</td>
<td>97%</td>
<td>94%</td>
<td>94%</td>
</tr>
</tbody>
</table>

Through the rules of symbol extraction, and the construction of the activity diagram, we were able to group and graphically represent the extracted activities in the activity diagram automatically and with a minimum of errors or missing components. Finally, it must be pointed out that our approach has a few limitations, especially in the detection of antonyms using a negation concept or the wordnet library in order to generate more decision nodes, so that the diagram can be more easily comprehensible and not too cluttered by the sequence of activities. Nevertheless, it should be noted that our approach focuses on the management of conjunctions and compound nouns as well as negation, which are important points for obtaining the desired results.

3.4. Discussion

In this part, we present a discussion based on an analytical survey. The state of art approaches [13], [14] that are based on the same tool inputs as our approach, namely acceptance criteria, and user stories, focus mainly on test case generation. In [18] the BPMN generation was performed from textual requirements, as for the user stories, the approach just generates the BPMN operations. Moreover, they do not use acceptance criteria with user stories. Their paper is oriented to generate entities and attributes that constitute the relationship model between entities. Furthermore, in our previous works [27], [28], we generated a class diagram, use case diagram, and package diagram, from the user stories using NLP techniques, and created an ontology to refine the generated models. But in this work, we focused on the business process. We accompanied the user stories with acceptance criteria to give more details about the business process since the description of the business process in the use case diagrams is insufficient and incomplete. In other approaches, the transformation from model to model is performed. For this, most authors have defined a set of transformation rules using the ATL language.

4. CONCLUSION AND FUTURE WORKS

Requirements analysts manually analyze requirements in natural language to extract the elements that makeup UML diagrams. Manual analysis requires a lot of time and effort, so automated support is needed. In this paper, we proposed an approach to ease the process of natural language requirements analysis and to obtain UML diagrams from natural language textual requirements.

As agile requirements, we used user stories with acceptance criteria that follow the model: "Given, When, Then". In this model, we employed several ANDs for several requirements. These requirements are processed using NLP techniques in order to generate an activity diagram. In our tests, we were not only satisfied with a single acceptance criterion related to a user story, but we used several scenarios. To perform the diagram generation, we started by defining a list of rules for extracting activities. These rules are developed using the Prolog language. Regarding the control flows between activities in the activity diagram, we analyzed the acceptance criteria, we focused on the "When" part first to detect the conditions that will be needed to generate the decision node, and then to order the actions according to their mention in the "When" part. In the future, we plan to use deep learning models, first to improve the detection of opposite actions or conditions in the "When" part of AC that is quite complex to detect with the wordnet, and therefore generate the decision node. Second, to detect synonyms between activities or actions. In addition, we will focus on the automatic generation of code related to business services.
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