Comparison of specific segmentation methods used for copy move detection
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ABSTRACT

In this digital age, the widespread use of digital images and the availability of image editors have made the credibility of images controversial. To confirm the credibility of digital images many image forgery detection types are arises, copy-move forgery is consisting of transforming any image by duplicating a part of the image, to add or hide existing objects. Several methods have been proposed in the literature to detect copy-move forgery, these methods use the key point-based and block-based to find the duplicated areas. However, the key point-based and block-based have a drawback of the ability to handle the smooth region. In addition, image segmentation plays a vital role in changing the representation of the image in a meaningful form for analysis. Hence, we execute a comparison study for segmentation based on two clustering algorithms (i.e., k-means and super pixel segmentation with density-based spatial clustering of applications with noise (DBSCAN)), the paper compares methods in term of the accuracy of detecting the forgery regions of digital images. K-means shows better performance compared with DBSCAN and with other techniques in the literature.
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1. INTRODUCTION

These days, the manipulation of digital images became very easy by using image editing software. The headway of this software in a short time arrives at a good level to manipulate the images without decreasing the quality of images or leaving any traces to know that. This is disturbing as images where it is now presented as evidence and historical records in different domains, like in forensic investigation, journalistic photography, law implementation, and medical photos. In the scientific area, this manipulation gives negative effects also whereas Farid [1] declared that twenty percent of the accepted articles in the Journal of cell biology have unsuitable image manipulation. Hence, image forge and discovery have garnered essential interest and attention as manipulated images can be applied to deviate their concepts with bad intent. It is important on the internet and social networks to be sure the images are real without any forge, so
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a lot of research has been working in the copy-move forgery detection (CMFD) field. The CMFD methods can be either key point-based techniques or block-based methods.

In the method of block-based CMFD [2], [3], any image split into size overlapping blocks, then identical blocks seek, later discovered the feature extraction method. The search area reduction procedure is the major variation between these techniques [4]. In the block-based methods, the number of blocks is very huge, so it is costly and the computing load of the feature extraction method and the preprocessing method for removing some blocks from assessment are considered significant [5]. In key points-based CMFD techniques firstly the key points are discovered [6]. Then, similar areas just depending on key points searched, and finally found. Clearly, the key points are less than overall overlapped blocks, so key points-based techniques are quicker than block-based techniques. In this work detecting the copy-move forgery is executed with the help of two methods of clustering, namely; k-means and the simple linear iterative clustering (SLIC) with the density-based spatial clustering of applications with noise (DBSCAN) methods. Detecting and searching for identical parts or blocks in fake images are the essential idea in CMFD algorithms. The robustness, accuracy, and speed of this discovery are various measurements used to evaluate the effectiveness of the algorithms. The related works in this section focus on the methods that improve the CMFD.

A feature vector is presented by Kushol et al. [7], as an array of objects of features and color view. Prasad and Ramkumar [8] showed the passive CMFD by combining the speeded up robust features (SURF), histogram of oriented gradients (HOG) and scale invariant feature transform (SIFT) features. Al-Hammadi and Emmanuel [9] proposed the speeded-up robust features (SURE) similar to the latter, but they aim to enhance key points detection by performing more steps before obtaining the SURF, which applies a single image super-resolution (SISR) method.

A mirror-reflection invariant feature transform (MIFT) is proposed by Agarwal and Mane [10] as an alternative to SIFT. Where the flipped images are produced by mirror reflection of the main images. Wenchang et al. [11] have the same idea of [8], [9] where they applied the SURF attributes, to solve the number of key points problems, Wenchang et al. [11] enhance the key point detection by using the particle swarm optimization (PSO). Moradi-Gharghani and Nasri [12] and Fadl and Semary [13] used the discrete cosine transform (DCT) for forgery detection where Fadl and Semary proposed a dynamic threshold to avoid any big plane area in the images. Applying this threshold, the number of chosen blocks reduced, and the pace of the technique was improved. An idea of dividing blocks into parts by fast k-means clustering technique was used in [13] to decrease the computational load. In [14], [15] extracted all features from the blocks by the discrete wavelet transform. Mahmood et al. [14] applied the stationary wavelet transform and Dixit and Naskar [15] applied undecimated dyadic wavelet transform. Where the latter used Canberra distance and the earlier used the Euclidean distance for distance measurement. Zhao et al. [16] added the PSO algorithm to the CMFD process to assess the identical area in the image and is not forged. Isaac and Wilczy [17] presented Harris corner detection for the key point CMFD technique to the discovery region of interest (ROI) and removed the unwanted blocks. The work presented by [18] utilizes the deep learning procedure for CMFD, where no traditional feature extraction method used. A survey by [19] listed several articles about CMFD.

Yang and Huang [20] split the image into blocks as the essential feature for the detection and then move all the blocks to a specific vector for the comparison step. The dimension of characteristics and number of blocks are the most important factor influencing the computation complexity. By using a fewer cumulative offset, they enhance the earlier methods for block matching. Their experimental results demonstrate that this technique can detect the forgery area successfully even while the forged image is saved in a losing format like JPEG.

Tejas et al. [21] propose different algorithms where it identifies a distinctive approach of using Hu’s immutable moments and discrete cosine transformations (DCT) to achieve the required resize invariant and intensity invariant CMFD methods respectively. Because of failing in most techniques when the copied image is resized or added with specific concentration before pasting due to desynchronization of pixels in the search process. In the paper of Al-Qershi and Khoo [22], a new matching technique is presented, this technique reduces the computational time and improved the accuracy, by clustering the image to blocks and working only on the identical blocks in each cluster.

All of the above mentioned methods have some drawbacks. The computational cost is the main challenge in CMFD. Specifically, in high quality images, where the key point-based methods attempt to decrease the computational time, however, the precision is generally less than the block-based methods.

2. RELATED WORK

Too far, a number of CMFD strategies have been presented to efficiently solve the problem of region duplication. In this regard, the research aims to improve the representation of image areas in order to
detect duplicated regions more precisely. Fridrich et al. [23] introduced the copy-move forgery detection approach employing DCT on small overlapping blocks for the first time. DCT coefficients are used to create the feature vectors. After lexicographically sorting the feature vectors, the similarity between blocks is examined. Principal component analysis (PCA) is used to represent picture blocks in [24] where the authors employed nearly half of the number of features used by [23] by utilizing one of PCA’s features. It improves the effectiveness of this approach, but it fails to identify copy-move forgery when rotated.

Li et al. [25] proposes a sorted neighborhood method based on the discreet wavelet transform (DWT). To get the feature vector, the image is split into four sub bands and the singular value decomposition (SVD) is used to the low frequency components. The method is only resistant to JPEG compression up to quality level 70. Mahdian and Saic in [26] introduces a strategy for extracting block features and k-d tree matching based on blurred moment invariants up to 7th order.

For detecting image forgeries, Bayram et al. [2] suggests using the scaling and rotation invariant Fourier-Mellin transform (FMT) on the image blocks in conjunction with blur filters. Huang et al. in [27] proposes an enhanced DCT-based approach for forgery detection by incorporating a sub setting mechanism to minimize the dimension of the feature vector. Zhao and Guo propose a method for identifying image forgeries based on DCT and SVD in [28]. The technique has been found to be resistant to compression, noise, and blurring, but it fails when pictures are rotated even slightly. Lynch et al. [29] proposed a direct block comparison based efficient expanding block approach. Li et al. [30] performs circular block extraction and obtains features using rotation invariant uniform local binary patterns (LBP). Blurring, additive noise, compression, flipping, and rotation do not affect the approach. This method, however, was unable to detect fabricated sections rotated at arbitrary angles.

For detecting comparable regions in the photos, the scientists used a new robust collection of keypoint-based features termed MIFT in [31]. Li et al. [6] used the polar harmonic transform (PHT) to extract feature vectors from circular blocks in order to identify image frauds. In the block matching stage, the authors in [32] presents an adaptive similarity threshold-based technique. Thresholds proportional to the blocks standard deviations are used to detect fabricated sections.

The approach based on the HOG is proposed in [33] for detecting copy-move forged areas. The multiscale Weber’s law descriptor (multi-WLD) and multiscale local binary pattern (LBP) features are extracted from chrominance components in [34] for image splicing and copy-move forgery detection. The authors used SVM to determine if a picture was genuine or fake. By merging the enhanced pulse coupled neural network (PCNN) with self-selected sub-images, Zhou et al. in [35] were the first who present an image copy-move forgery passive detection approach. Zhu et al. [36] created a Gaussian scale space for each scale space, retrieved the oriented FAST key points and ORB features in each scale space, utilized hamming distance to compare features, and then used random sample consensus (RANSAC) to remove mismatches.

Prakash et al. [37] extracted image feature points and blended them into mixed image features using accelerated KAZE (AKAZE) and SIFT, then used g2NN to match features and find forged sections. To achieve accurate matches, Paul et al. [38] employed (SURF) to extract important spots from the picture, followed by k-nearest neighbor (kNN) training and mapping. To detect counterfeit areas, Chen et al. [39] devised a system that employed SIFT, moment-invariant computation, and region growth strategies.

3. RESEARCH METHOD

K-means are proposed here for detecting the copy-move forgery. K-means is able to segment the image to k-clusters [40]–[50], the main challenge of this method is the performance of k-means is very sensitive to the K (number of clusters) while determining the ideal k is very difficult. However, the density-based methods do not require determining the number of clusters, such as DBSCAN. DBSCAN algorithm generates the segmentation by processing the super pixels to find clusters of superpixels. Where the superpixels are generated by the SLIC, the simple linear iterative clustering. In the proposed method several steps have been performed, which can be concluded in the following Figure 1, followed by the explanation for the used algorithm.

Step 1: Image preprocessing, which includes applying adjustment on the input image. This method works on grayscale images and generates new values to be mapped with the intensity values to enhance the image to the next step. This operation increases the contrast of the input image.

Step 2: Image segmentation, in this step, the image blocks was grouped into clusters and analyze each cluster separately. Image segmentation used as a pre-step to the feature’s extraction step, and it can be considered as a searcher tool that discovers sudden cutout in the pixel values, which indicate edges that find the similarities in the image. A number of clustering methods were used in literature for image segmentation [51], in this work two methods are implemented, the first one is SLIC followed by DBSCAN which used to classify and extract the objects from the image then some morphological cleanup operations are executed after applying the clustering to remove very big and very small
regions (objects) the second is the k-means clustering algorithm, also a specific threshold is used to merge the remained objects according to the Euclidean distance between each two object's centroids (if this distance is less than this threshold so, merge these two objects and repeat this till all centroid’s of remained objects are separated with more than this threshold). The threshold value is based on the nature and size of images in the used dataset. The following sections give a brief description of the basics of SLIC-DBSCAN and k-means. Step 2 executed by two different techniques. The first includes implementing super pixels generation (SLIC) followed by applying DBSCAN and the second executed using k-means method. SLIC is a clustering algorithm used in this work to find the color similarity and proximity to generates super pixels. Steps for the SLIC algorithm can be found in [52]. DBSCAN algorithm is used to integrate the spatial connectivity and color similarity with each other in the segmentation process. K-means needs a parameter K to be determined but DBSCAN does not require stating this parameter. DBSCAN finds areas of high density that are separated from one another by regions of low density. DBSCAN needs two parameters to form a cluster, the first one is epsilon which is a threshold for a neighborhood search query and the second one is minimum points (MINPTS) which is a positive integer used as a threshold to determine whether a point is a core point. DBSCAN is based on some rules and definitions most of them stated in [53], [54]. K-means is type of clustering is categorized as an unsupervised learning algorithm that able to use the background of an image for segmentation. K-means uses the given value k to find the K-centroids to cluster the data to K parts. The (1) shows the objective function for the k-means clustering which designed to minimize the total squared distances between K-centroids and all points.

$$J = \sum_{i=1}^{k} \sum_{n=1}^{n} ||x_i^{(j)} - C_j||^2$$  

(1)

Where the number of clusters is k, each cluster j has centroid denoted as ($C_j$), n is the number of data points, and $||x_i^{(j)} - C_j||^2$ describes the distance function. Details of k-means procedures are available at [55].

Step 3: Features extraction, which executed by measuring the properties of each region in the image, these properties include; the area which describes the real number of pixels in the region, the major axis length in pixels which describes the length of the major axis of the ellipse that has the same normalized second central moments as the region, returned as a scalar, bounding box which refers to position and size of the smallest box containing the region, centroid which describes the center of mass of the region, eccentricity is the ratio of the distance between the foci of the ellipse and its major axis length, minor axis length which refers to the length (in pixels) of the minor axis of the ellipse that has the same normalized second central moments as the region and the orientation which refers to the angle between the x-axis and the major axis of the ellipse that has the same second-moments as the region. All these features were measured for all continuous objects in the image to execute the matching depending on the nearest values and the greatest matching number in these features.

Step 4: Detecting copy move regions, in this step, both the original and the copied parts are bounded by rectangles which detect the presence of copy-move objects in the image depending on the matching of the features for each object with the other objects in the same image.

![Figure 1. Steps of the proposed work](image-url)
4. RESULTS AND DISCUSSION

This work concerned copy-move forgery detection regardless of which part in the image is the original and which one is the copy. To measure the effectiveness of the proposed algorithms the following parameters calculated: i) true positive (TP) which refers to the total number of pixels that are forged regions and recognized by the algorithms as forged regions; ii) true negative (TN) which refers to the total number of pixels that are forged regions but recognized by the algorithm as not forged regions; iii) false positive (FP) which refers to the total number of pixels that are not forged regions but recognized by the algorithm as forged regions; iv) false negative (FN) which refers to the total number of pixels that are not forged regions and recognized by the algorithm as not forged regions. Then the evaluation metrics calculated according to the previous measures as described in the (2)-(5) [56].

\[
\text{Verification rate} (V_r) = \frac{TP}{TP+FN} \quad (2)
\]

\[
\text{Accuracy rate} (A_r) = \frac{TP+TN}{TP+TN+FP+FN} \quad (3)
\]

\[
\text{Error rate} (E_r) = \frac{FP+FN}{TP+FN} \quad (4)
\]

\[
\text{False Positive rate} (FP_r) = \frac{FP}{FP+TN} \quad (5)
\]

To test the proposed work, the dataset named free-form copy-move dataset [57] is used. This dataset contains 160 test images. In this dataset, all the test images contain free-form copy-move forgery operations. The tested images have been derived from 5 distinct main images. The images used for testing were processed by JPEG compression, Gaussian filtering, and combinations of these two processes. Figure 2 shows some examples of forged images after applying (k-means) and the detected copy-move regions, where we use 4 clusters for the first image, 5 clusters for the second one and 3 clusters for the last image.

![Figure 2. Examples of forged images after applying (k-means) and the corresponding detected copy move regions](image)

Figure 3 shows the same images that used in Figure 2 after applying (SLIC-DBSCAN clustering) and the detected copy-move regions. It can be seen obviously after using the SLIC-DBSCAN clustering method in Figure 3, the detecting forgery objects are clearer and colored in more thoroughness compared with Figure 2. Figures 4-6 show a complete description for all the available accuracy metrics used to compare the executed methods and the method used in [57].
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Figures 4, 5 and 6 compare the obtained results by applying KMEANS and DBSCAN with the results using FFCMF included in [57]. The images used in Figure 4 were in different formats, one of these formats was without applying any type of compression on the image (BMP) and the other format was compressed images with different compression factor (q=95, 90, 85, 80, 75, 70, 65, 60, 55, 50) then the evaluation metrics; Figure 4(a) accuracy rates, Figure 4(b) verification rates, Figure 4(c) error rates, and Figure 4(d) false positive rates in equations two to five were calculated using (2) to (5), respectively.

Figure 4. The verification rates and accuracies for CMFD with no postprocessing and JPEG compression (a) accuracy rates, (b) verification rates, (c) error rates, and (d) false positive rates
In Figure 5, the images used contained two types of images, the first type was without compression but filtered using a gaussian filter (GF on BMP) and the second type included Gaussian filtered images followed by compression with different compression factors (q=95, 90, 80, 75, 70, 65, 60, 55, 50). where Figure 5(a)-(d) illustrated the accuracy rates, verification rates, false positive rates, and error rates, respectively. In Figure 6, the images used were included JPEG compression images with different compression factors also followed by applying Gaussian filtering.

![Graphs showing accuracy, verification, false positive, and error rates](image)

**Figure 5.** The verification rates and accuracies for CMFD with only Gaussian filtering or Gaussian filtering followed by JPEG compression (a) accuracy rates, (b) verification rates, (c) false positive rates, and (d) error rates

Figures 4 and 5 (a and b) show the fluctuate in the line when they have been plotted in order of accuracy rate and verification rate for the CMFD without postprocessing and they show the KMEAN as the best method where it gives more accuracy and verification rate, and Figures 4(c) and 4(d) illustrates that the KMEAN gives the less error rate and false positive. In Figure 6(a) the k-mean method shows high accuracy comparing with Figures 4 and 5 and other methods where it arrives to 99.85% after using the JPEG compression and afterward Gaussian filtering, and for the verification rate in Figure 6(b) it arrives to 99.5%. Regarding the error rate and false positive rate, all the values that achieved is better as illustrated in Figures 6(c) and 6(d).

As shown from the Figures 4 to 6 the verification rates and accuracies for CMFD with no postprocessing and JPEG compression and also with only Gaussian filtering or Gaussian filtering afterward JPEG compression and with JPEG compression afterward Gaussian filtering for the proposed work were approximately similar to the results obtained in [56] and k-means achieved better than SLIC-DBSCAN with some images but error rate (Er) and false-positive rate (FPr) for the proposed work was better than the results obtained in [56] which means that the total number of pixels that are forged region pairs but detected as forged by the proposed work was smaller and this also reflects on the error rates.
Figure 6. The verification rates and accuracies for CMFD with JPEG compression followed by Gaussian filtering (a) accuracy rates, (b) verification rates, (c) false positive rates, and (d) error rates

5. CONCLUSION
This paper has introduced a comparison for image segmentation methods used for copy move detection. Two methods for segmentation based on two clustering algorithms (i.e., k-means and super pixel segmentation with DBSCAN) were implemented and some morphological cleanup operations were executed to improve the accuracy of detecting the forgery regions of digital images. The results showed improvements in the accuracy of detecting the forgery regions of digital images with k-means algorithm and this algorithm shows better performance compared with other techniques in the literature. As future work, the implementation of the multi clustering method will be used by applying the subtractive clustering algorithm.
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