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 Tuberculosis (TB) is an infectious disease caused by mycobacterium which 

can be diagnosed by its various symptoms like fever, cough, etc. 

Tuberculosis can also be analyzed by understanding the chest x-ray of the 

patient which is revealed by an expert physician .The chest x-ray image 

contains many features which cannot be directly used by any computer 

system for analyzing the disease. Features of chest x-ray images must be 

understood and extracted, so that it can be processed to a form to be fed to 

any computer system for disease analysis. This paper presents feature 

extraction of chest x-ray image which can be used as an input for any data 

mining algorithm for TB disease analysis. So texture and shape based 

features are extracted from x-ray image using image processing concepts. 

The features extracted are analyzed using principal component analysis 

(PCA) and kernel principal component analysis (kPCA) techniques. Filter 

and wrapper feature selection method using linear regression model were 

applied on these techniques. The performance of PCA and kPCA are 

analyzed and found that the accuracy of PCA using wrapper approach is 

96.07% when compared to the accuracy of kPCA which is 62.50%. PCA 

performs well than kPCA with a good accuracy. 
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1. INTRODUCTION 

Medical images are complex in nature. The information present in a medical image must be 

analyzed and investigated for any specific application. Raw image contains many properties associated with 

it called as features. Features can be of low level feature and high level feature. From the original image, low 

level features are extracted but high level features are extracted based on low level features. Features contain 

information like color, texture, shape or context. 

Tuberculosis (TB) [9] is an infectious disease caused by mycobacterium which usually affects 

lungs.TB is transmitted from one person to another through air when an infected person sneezes or coughs. 

TB mostly occurs in lungs but can also occur in other parts of the body like brain, spine, kidney and bones. 

The main symptoms of TB are loss of weight, fever, chills, weakness, chest x-ray image findings and 

cough.Every year World TB Day recognized on March 24 is an opportunity to raise awareness about TB and 

support worldwide TB prevention and control efforts. The World Health Organization (WHO) [12] monitors 

the level of TB in every country in the world. Worldwide more than 9 million people develop TB annually 

and 1.5 million die from the disease.  

Features represent information in an image. To understand the information present in an image, it 

must be analyzed and measured in various angles to get relevant information in a particular domain like 
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medical image, satellite images, etc., so, feature extraction [13], [14] plays an important role in analyzing 

medical image like TB image. PCA is a linear method which uses an orthogonal transformation to convert set 

of values of possibly correlated features into a set of uncorrelated features named as principal components. It 

puts all data along the axes where the variance of first principal component is highest when compared to 

other principal components. Here the axes correspond to the largest Eigen values of the data. kPCA is a 

nonlinear technique which is an extension of PCA that uses kernel methods. Principal components are 

computed using kernel functions by nonlinear mapping of input feature space. These features are finally 

placed in a nonlinearly transformed space. Features extracted [10] are analyzed and compared on linear and 

nonlinear feature space, then their performance are measured using datamining models like linear regression 

model. Linear regression model is a method to find a relationship between one dependent variable and series 

of changing independent variables by fitting a linear equation to observed data. 

Perner et al [2] have discussed about framework of image mining, developed data mining and image 

processing tool which is helpful for medical image analysis. Descriptions of list of attributes as given by 

experts are stored in a database then a classification technique decision tree induction tree is applied to this to 

extract expert knowledge. This tool was used for various applications like breast MRI data, etc. Asha et al [8] 

used data mining techniques like Association Rule Mining (ARM) on TB data sets to improve TB disease 

prediction. The symptoms of TB are considered and many descriptive rules were written and these were 

combined with an association classification technique used for predicting TB. 

Pedro et al [3] extracted texture and shape based features from MRI data, applied statistical 

association rules, and used continuous feature selection concepts to find patterns from these data.  

M.Suganthi et al [6] used Multi objective Genetic Algorithm (MOGA) to extract texture and shape based 

features from breast tumor data. Li –Yeh Chung et al [7] used feature selection and Taguchi genetic 

algorithm together on DNA microarray data then KNN with Leave One Out Cross Validation (LOOCV) was 

used to evaluate the performance. 

Mahmoodabadi et al [4] used PCA to extract features of brain MRS data then Simple Genetic 

Algorithm (SGA) is used to discriminate these features. Liu Yihui et al [5] extracted wavelet features from 

microarray data then Support Vector Machine (SVM) was used for classification. Zyout et al [11] extracted 

textual pattern from mammogram images and Particle Swarm Optimization (PSO) was applied to select the 

most discriminative features then SVM was used for classification. Roopa et al [15] used city block distance 

measure for segmenting chest x-ray image which helps in diagnosis of TB. 

Research on feature extraction of various image data on different domain applications have been 

carried on but not on the chest x-ray image related to TB disease.The aim of this paper is to analyze chest x-

ray image to extract relevant features that represents symptoms of TB by applying image processing 

concepts.The extracted features are examined using PCA and kPCA, then the transformed feature space is 

subjected to linear regression model for classifying the TB disease.   

The paper is organized as follows. Section 2 discusses about proposed method for extracting and 

selecting features from x-ray images, analyze using PCA and kPCA by applying linear regression 

model.Experimental illustration and results are described in detail in Sections 3. This paper is concluded in 

Section 4. 

 

 

2. RESEARCH METHOD 

Chest x-ray image contains relevant, irrelevant and redundant information. Features which are 

relevant and informative with respect to TB disease should be considered. The x-ray image must first be 

preprocessed and then important features are extracted from the affected region of x-ray using image 

processing methods. The following figure Figure 1 shows the proposed steps involved in extracting and 

selecting features from a x-ray image, then analyse it using data mining classification technique. 

 

 

 
Figure 1. X-ray image feature extraction and selection 

 

 

The main steps involved in analyzing and extracting features from x-ray image by applying image 

processing and datamining techniques are: 
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First, an x-ray image is taken as input. 

Preprocessing:  

Preprocessing of the x-ray image is done to remove noise and redundant data if present any. This is 

done using Gaussian blur filter method. 

Feature Extraction: 

Geometric features and Texture based features can be used to measure the characteristics of TB. 

Both the shape descriptors and texture descriptors were extracted from x-ray image. Extracting as many 

features from the region of interest of TB is one the concern in this work which is done by applying roipoly () 

function using matlab software.  

Shape based features were used to measure the region of interest in a TB image.  The statistics like 

Area, Perimeter, Coordinates of region centroid, Major Axis Length, Minor Axis Length, Eccentricity, 

Orientation, etc., are some of the characteristics of shape based feature extraction which is obtained by 

analyzing external boundary of the x-ray image. These features are obtained by using function called as 

regionprops (). 

Texture descriptors proposed by Haralick [1] defines fourteen statistics that can be calculated from 

the co-occurrence matrix of the image. Texture feature extraction refers to surface characteristics and 

appearance of an object in an image. Entropy can be found by using entropy(), graycrops()function can be 

used to extract Homogeneity, Contrast, Energy, Correlation. numel(UL)where UL represents uniformity, 

Mean, Standard Deviation can be calculated using SD=sqrt(VR)  Where VR represents the variance and 

Skewness by using function skewness() .All these features values were extracted from chest x-ray images. 

Principal Component Analysis(PCA) and Kernel Principal Component Analysis(kPCA): 

PCA is a linear method when applied to the extracted features of step 3 results in axes that contains 

corresponding principal Eigen vectors which represents the data that is spread out along this axes. It puts all 

features along the axes where the variance of first principal component is highest when compared to other 

principal components. Here the axes correspond to the largest Eigen values of the data. PCA maximizes 

variance of extracted features which are uncorrelated. 

kPCA is a nonlinear technique which is an extension of PCA that uses kernel methods. kPCA is 

applied to extracted features where principal components are computed using Radial Basis kernel functions 

with gamma=1.00.These features are finally placed in a nonlinearly transformed space. Linear Regression 

classification model: 

The performances of transformed feature space are measured using linear regression model. Linear 

regression model is applied on the result of PCA and kPCA. Here features are selected using M5 prime 

method by eliminating collinear features with a minimum tolerance of 0.05.  

Final Result: 

Features obtained from x-ray images are classified as affected or normal image by using linear 

regression model and the performance of PCA and kPCA with respect to filter and wrapper feature selection 

methods were evaluated using 10-fold cross validation technique. 

 

 

3. RESULTS AND DISCUSSION 

Consider TB affected image, initially the image is preprocessed to remove noise using Gaussian 

function. Then texture and shape based features are extracted using matlab based on image processing 

concepts. The results of feature extraction method of TB x-ray image are illustrated in Figure 2, Figure 3 and 

Figure 4 respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

Figure 2. TB image Figure 3. Marked image Figure 4. Masked image 
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The affected region of TB image is marked and then the marked region is masked to extract shape 

based and texture based feature which are shown in Figure 3 and Figure 4 respectively.By using the image 

processing methods, texture based and shape based features values extracted from the masked image of TB 

are stored in a file. The extracted values of a single TB image are shown in the Table 1. 

 

 

Table 1. Extracted Feature Values of a single TB Image 

Entropy 2.0954 

Skewness 0.2724 

SNR 6.1205 

Homogeneity 0.9964 

Contrast 0.16 

Energy 0.4991 

Correlation 0.9933 

Total Mean 110.4313 

Variance 110.0112 

Standard Deviation 10.4886 

Uniformity 111 

Area 1744 

Perimeter 172.625 

Major Axis 65.7998 

Minor Axis 36.1286 

Eccentricity 0.8358 

 

 

For the implementation we have considered 47 TB affected images and 30 normal images. Features 

from x-ray images were extracted using matlab software and feature selection and evaluation using 

classification model was performed by using Rapidminer software.  

All extracted features values from these 77 images are stored in a file. This file was used as an input 

for PCA and kPCA. First filter based feature selection method was applied on PCA and kPCA separately, 

and then this was fed to linear regression classification model to classify the x-ray image as affected or 

normal. Later  wrapper based feature selection method was applied on PCA and kPCA separately, then again 

this was fed to linear regression classification model to classify the x-ray image as affected or normal The 

performance of the classification model was analyzed using 10-fold cross validation technique. 

Features extracted from TB and normal images are represented in a linear and nonlinear feature 

space. Filter and Wrapper feature selection method are applied on these extracted features. PCA is applied on 

the obtained feature space which maximizes the variance of extracted features that are uncorrelated. kPCA is 

also applied on this feature space so that the features are placed in a nonlinearly transformed space. Features 

from feature space are subjected to linear regression model. The performance of linear regression 

classification model was evaluated using 10 fold cross validation and the results are shown in Table 2 for 

filter approach and Table 3 for wrapper approach. The overall results of linear regression classification model 

are given in Table 4. 
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Table 2. Result of Linear Regression Classification Model where Feature Selection was done using Filter 

Method 
PCA kPCA 

  
 

 

Table 3. Result of Linear Regression Classification Model Where Feature Selection was done using Wrapper 

Method 
PCA kPCA 
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Table 4. Comparitive Results of PCA and kPCA using Filter and Wrapper Feature Selection Method 

 

 

4. CONCLUSION  

The current work proposed uses image processing concepts to extract relevant and important 

features from a chest x-ray image to diagnoise whether a person is TB infected or not , which broadly 

encompass data preprocessing and feature extraction process. Filter and wrapper feature selection methods 

are implemented on these extracted features. The features obtained are highly projected to a feature space 

where PCA or kPCA are applied on this space. Then linear regression classification model is applied to 

analyze the TB disease. The performance of PCA and kPCA are examined and found that the accuracy of 

PCA using wrapper approach 96.07% is better when compared to the accuracy of kPCA which is 62.50%. 

Future work will be considered on more images and carry out the implementation on this huge data set.    
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