
International Journal of Electrical and Computer Engineering (IJECE) 

Vol. 7, No. 4, August 2017, pp. 1964~1972 

ISSN: 2088-8708, DOI: 10.11591/ijece.v7i4.pp1964-1972      1964 

  

Journal homepage: http://iaesjournal.com/online/index.php/IJECE 

Dictionary based Image Compression via Sparse Representation  
 

 

Arabinda Sahoo
1
, Pranati Das

2
 

1Department of ECE, ITER, Siksha „O‟ Anusandhan University, Bhubaneswar, Odisha, India 
2Department of Electrical Engineering, IGIT, Sarang, Odisha, India 

 

 

Article Info  ABSTRACT  

Article history: 

Received Feb 27, 2017 

Revised May 25, 2017 

Accepted Jun 15, 2017 

 

 Nowadays image compression has become a necessity due to a large volume 

of images. For efficient use of storage space and data transmission, it 

becomes essential to compress the image. In this paper, we propose a 

dictionary based image compression framework via sparse representation, 

with the construction of a trained over-complete dictionary. The over-

complete dictionary is trained using the intra-prediction residuals obtained 

from different images and is applied for sparse representation. In this 

method, the current image block is first predicted from its spatially 

neighboring blocks, and then the prediction residuals are encoded via sparse 

representation. Sparse approximation algorithm and the trained over-

complete dictionary are applied for sparse representation of prediction 

residuals. The detail coefficients obtained from sparse representation are 

used for encoding. Experimental result shows that the proposed method 

yields both improved coding efficiency and image quality as compared to 

some state-of-the-art image compression methods. 
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1. INTRODUCTION  

 Images compression [1] has always been important, and nowadays it becomes essential due to the 

huge requirement of image storage and transfer. Over the last two decades, numerous and diverse image 

compression methods [2-6] have been proposed. The most widely used methods are based on transform-

based coding. Based on transform-based approaches by far many image compression standards like JPEG [2] 

and JPEG2000 [3] have been developed. The widely used JPEG and JPEG2000 standards utilize discrete 

cosine transform (DCT) and wavelet transform to compressively represent images. However, JPEG and 

JPEG2000 do not take spatial correlation of neighboring blocks into consideration for more compact 

representation of images [7]. In recent years, intra-prediction [8], [9] schemes serve as a promising direction, 

which use neighboring blocks in the compression process for more compression. The idea of intra-prediction 

is to predict the unknown image block based on the knowledge of decoded neighboring blocks. A good 

prediction reduces the overall coding rate.  

 However, these compression methods suffer some limitations, because they are not able to 

efficiently compress some specific classes of images. They are not able to sparsely represent complex 

characteristics of an image. To overcome these limitations, sparse representations [10] has been evolving in 

recent years.  Sparse representation is a very effective tool for compressing a large variety of images. This is 

possible due to the fact that the images can be sparse or compressible with respect to some basis or dictionary 

[11]. Thus, sparse representation provides a potential for effective image compression. An image is 

compressible or not, it depends on the dictionary, so the design of dictionary is vital in sparse representation.  
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 In contrast to fixed DCT and wavelet dictionary, the latest trend of image compression techniques is 

extended to design trained dictionaries [12]. Numerous dictionary based image compression methods have 

been proposed for sparse representation. In several recently published works, the use of learned over-

complete dictionaries in image compression has shown promising results at low bit rate as compared to fixed 

dictionaries. The initial proposal towards dictionary based image compression was proposed by Bryt and 

Elad [13]. They proposed an algorithm for the compression of facial image based on the learned K-SVD [14] 

over-complete dictionary. Though this method outperforms JPEG and JPEG2000 but this method is limited 

to compressing facial images. In [15], the author proposed an image compression method based on the 

iteration-tuned dictionary (ITD). In this scheme, the dictionary consists of a layer structure with each layer 

trained for a specific class of images and carries a separate dictionary matrix. This method is shown to 

outperform K-SVD over-complete dictionary method but it is employed to compress a specific class of 

images. In [16], the author proposed an adaptive dictionary design method for the fingerprint image 

compression. They used a set of fingerprint image to learn a dictionary. In [17], the author proposed a 

dictionary based method for compressing surveillance image.  

 Experimental result shows these above proposed algorithms outperform JPEG and JPEG2000. 

However, most of the above mentioned compression scheme is either related to facial images or to some 

specific class of images, while there is a lack of research on general arbitrary images. So, the main challenge 

of above schemes is the compression of general arbitrary images. To address this, in this paper we proposed a 

novel image compression scheme for arbitrary images. In this scheme, an efficient trained over-complete 

dictionary is integrated into the intra-prediction framework. The conventional transform-domain 

representation of intra-prediction scheme is replaced by a trained over-complete dictionary.  We trained a 

dictionary offline using the residuals obtained from intra-prediction. This dictionary can sparsely represent 

the complex characteristics of the residual block. The coefficients and indices of appropriate dictionary 

element obtained from sparse representation are transmitted for encoding. Since the dictionary is shared at 

both encoder and decoder, only coefficients and indices of dictionary elements need to be encoded, which 

compress the image significantly. Experimental results on the arbitrary images shows that the proposed 

method yields both improved coding efficiency and image quality as compared to JPEG and JPEG 2000. 

 The rest of the paper is organized as follows. In Section 2, we present some preliminaries on sparse 

representation and dictionary design. The proposed image compression method is introduced in section 3. 

Section 4 illustrates experimental results and discussion. Finally, Section 5 concludes the paper.  

 

 

2. PRELIMINARIES 

 In sparse representation [18], a signal      can be represented by a linear combination of a small 

number of signals known as atoms taken from an over-complete dictionary       . 
 
It is called sparse 

representation as it employs only a few number dictionary atoms or elements to represent the signal. A signal 

is said to be compressible if it can be represented by few dictionary atoms. Mathematically sparse 

representation can be expressed as: 

 

              (1) 

 

The solution vector       contains the coefficients of the signal  . Where D is one n×k matrix with n < k 

called over-complete dictionary and each column of D is called an atom. If   and each atom of D are treated 

as a signal then   can be represented as a linear combination of atoms of D. This linear combination can be 

expressed as solution vector  . Due to over complete nature of D, an infinite number of solution exist for   .  

In last decade, various sparse approximation algorithms have been proposed to find out the sparse solution 

for  . The sparse approximation algorithm always aims to represent   in terms of minimum number atoms. 

Mathematically, this can be expressed as solving Equation (1) such that the solution   contains minimum 

number of non-zero elements. A signal is said to be compressible if the number of non-zero elements in   is 

very less as compared to number of elements of  . The sparse representation of   may be either exact 

     or approximate,      satisfying          .Where p is the norm.Typical norms used in the 

approximation are 1, 2 or ∞. Normally p = 2 is taken in image compression. Mathematically, the sprarsest 

representation is the solution of either Equations (2) or (3) 

 

                                   (2) 

or  

 

                                                    (3) 
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where       is the l0 norm, represents the number of non-zero elements in solution vector x. Some of the well 

known algorithms used to find sparse representation are: Matching pursuit (MP) [19], Orthogonal Matching 

Pursuit (OMP) [20] and Complimentary matching pursuit (CMP) [21]. In this paper, we focus on OMP 

algorithm due to its efficiency. 

 The dictionary based image compression can also be effectively modeled by Equations (2) and (3). 

In image compression, we consider a set of k image blocks of size n pixels with n < k, ordered 

lexicographically as column vectors of dictionary D. A column vector y is obtained from an image block of 

size n pixels. In sparse representation, the problem is to find out the solution vector   which will represent y 

with least number of dictionary elements. Indeed, compression of image patch y can be achieved by 

transmission of nonzero elements of vector  , by specifying their coefficients and indices. 

 The dictionary plays an important role in a successful image compression modeling via sparse 

representation. Am image is compressible if it can be represented by few number of dictionary elements. The 

dictionary can either be chosen as a prespecified set of images or designed by adapting its contents to fit a 

given set of images. The objective of dictionary design is to train the dictionary which able to represent a 

signal set sparsely [12]. Given an image set   {  }   
  , dictionary design aims to find the best dictionary D 

that gives rise to sparse solution for each   .  In other words, there exists D, such that solving Equation (2) 

for each    gives a sparse representation   . The minimization problem to find the best dictionary for sparse 

representation of Y in the given sparsity constraint T0 can be represented by: 

 

                                            (4) 

 

 The dictionary is trained to provide a better representation of the actual signal when the number of 

dictionary elements used to represent it is less than or equal to T0.Various algorithms have been developed to 

train over complete dictionaries for sparse signal representation. The K-SVD algorithm [14] is very efficient 

and it works well with different sparse approximation algorithm. K-SVD algorithm iteratively updates the 

dictionary atoms to better fit the data. In this paper, we focus on K-SVD algorithm to train the dictionary and 

OMP algorithm for sparse representation. 

 

 

 
(a) Encoder 

 

 
(b) Decoder 

 

Figure 1. Detailed block diagram of the proposed method 
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3. PROPOSED METHOD 

 The proposed image compression method consists of four main processes: intra prediction, 

dictionary training, sparse representation, and coding. The block diagram of the proposed compression 

method is shown in Figure 1. 

 

3.1. Intra Prediction 
 Intra prediction [8] exploits spatial correlation within one image. In this process, the current block is 

predicted by using the boundary pixel values of previously reconstructed neighboring blocks. As shown in 

the Figure 2, the boundary pixel values of neighboring blocks as shown in shaded boxes are copied into the 

current block pixels along a specified direction indicated by the mode. Eight directional modes and a DC 

mode, which is almost same as the nine intra-prediction modes employed in H.264 standard [9]. 

 

 

 

 

 

(a) 

 

(b) 

 

Figure 2. (a) Intra Prediction, (b) 8-Directional mode + DC Mode 

 

 

 In this proposed method, the image is divided into blocks of size 8 x 8. The nine intra-prediction 

modes (0-8) are applied over each 8 x 8 block and residual error is calculated for each prediction mode. The 

residual error is the difference between the pixel value of the current block and pixel value of the predicted 

block. The best prediction mode for a current block is selected based on the minimum residual error. The 

mode number M and the residual error block are transmitted for encoding.  

 

3.2. Dictionary Training 

 The dictionary is trained off-line using prediction residual samples resulting from a wide variety of 

images. We first divide different images into blocks of size 8 x 8 and then 9 intra- prediction modes (0-8) are 

applied over each 8 x 8 block. The predicted block is subtracted from the current block to generate residual 

blocks. A set of 8 × 8 prediction residual blocks for different modes are selected to train the dictionary. To 

train the dictionary we employed K-SVD algorithm [14]. During dictionary training, in each iteration, K-

SVD algorithm updates the dictionary elements by optimizing minimization problem given in Equation(4). 

K-SVD algorithm iteratively updates the dictionary elements to better fit the data and after certain iteration, 

an updated dictionary is resulted. This updated dictionary is used for sparse representation of the residual 

block during image coding.  

 

3.3. Sparse Representation 

 OMP algorithm is employed for the sparse representation of residual block. OMP algorithm selects 

the appropriate dictionary element to represent each residual image block. In each iteration, OMP selects the 

best linear combination of dictionary elements by minimizing Equation (3). The same process is continued 

and the algorithm terminates when the residual error of the reconstructed signal is equal to or less than a 

specified value. However, the number of OMP iterations may not exceed T0. Once the algorithm terminates 

the coefficients C and indices P of appropriate dictionary element is transmitted for encoding.   

 

3.4. Coding 

 After sparse representation, the coefficients C and indices P of dictionary element, and the 

prediction mode M are encoded [22]. The coefficients are uniformly quantized followed by entropy coding. 
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The indices are encoded with fixed length codes whose sizes are log2k, where k is the number of dictionary 

elements. The prediction mode numbers are encoded with fixed length codes whose sizes are 4 bits. The 

encoder of the proposed compression method is shown in Figure 1(a). 

 Since the dictionary is shared at both encoder and decoder, only intra- prediction mode number, 

indices, and coefficients of the dictionary elements are transmitted to the decoder. The decoder generates the 

residual block from the knowledge of dictionary, coefficients, and indices. The decoder then predicts the 

block based on mode number and combines with the residual block to reconstruct the block. The decoder of 

the proposed compression method is shown in Figure 1(b).  

 

 

4. EXPERIMENTAL RESULTS 

 In this section, we conducted several experiments in order to evaluate the performance of the 

proposed compression method. The proposed algorithm is applied over several images. The compression 

efficiency and quality of the reconstructed image are compared with several other competitive image 

compression techniques. 

 
4.1. Intra Prediction 

In the experiment, we used 100 images from the Berkeley segmentation database as our training set. 

Nine modes of 8 x 8 intra prediction are applied and intra-prediction residual for each image is generated. A 

set of 45000 blocks of size 8 x 8 are randomly selected from residual images to train a dictionary. We 

selected 5000 residual blocks from each nine modes to form our learning set. Examples of intra-predicted 

image and residual image are demonstrated in Figure 3. A random collection of such training blocks for 

different mode is shown in Figure 4. 

 

 

   
 

(a) Original Image 

 

(b) Predicted Image 

 

(c) Residual Image 

 

Figure 3. Intra prediction of second image 

 

 

   
 

(a) Mode 3 

 

(b) Mode 6 

 

(c) Mode 8 

 

Figure 4. Training blocks 
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4.2. K-SVD Dictionary 

We used 45000 residual blocks obtained from intra-prediction as our learning set. The K-SVD 

algorithm is applied to train an over-complete dictionary of size 64 x 512, where the number of rows 64 

represents the number of pixels in a block, and the number of columns 512 represents the number of 

dictionary elements. In the training process, 100 number of K-SVD iterations was set as the primary stopping 

criterion. Sparsity constraint (T0=4) was set as another stopping criterion. Example of a trained dictionary is 

demonstrated in Figure 5. 

 

 

 
 

Figure 5. Example of dictionary trained on 8x8 residual blocks 

 

 

4.3. Image Compression 
The K-SVD Dictionary resulting from prediction residuals is used for sparse representation. In the 

experiment, the residual error (δ=0.2) and the number of OMP iterations equal to 4 was set as stopping 

criterion of OMP algorithm. The OMP algorithm stops when the residual error is less than or equal to 0.2, 

otherwise it stops after 4 iterations. In maximum, four dictionary elements are required to encode each 

residual block.  

 

 

  
 

(a) 

 

(b)  

 

  
 

(c)  

 

(d)  

 

Figure 6. Rate-distortion curves of different methods 
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In order to evaluate our proposed compression method, we compare our method with JPEG and 

JPEG2000. All experiments are performed using MATLAB. The performance of proposed method is 

evaluated by taking different standard test images. The quantitative evaluation of our proposed method is 

accomplished using two image quality metrics: PSNR and SSIM (Structural Similarity Metric) [23]. Figure 6 

shows comparison of rate-distortion curve for 4 standard test images. Table 1 shows PSNR comparison for 

different images at two different bit-rates. The proposed method yields around PSNR gain of 3 dB compared 

to JPEG, and PSNR gain of 0.3 dB compared to JPEG 2000. The performance in terms of average PSNR and 

SSIM are shown in Table 2. The results are averaged over 9 standard test images and best results are bolded. 

Subjective assessment of one image is shown in Figure 7 at bit-rate 0.2. The results show that our proposed 

method outperforms JPEG and JPEG2000 in terms of all quality metrics, including PSNR and SSIM. 

 

 

Table 1. PSNR (dB) comparison of the proposed method with JPG and JPEG2000 for a set of 9 test images at 

two different bit-rates. Best results are bolded 
 PSNR(dB) at bit-rate 0.2 bpp PSNR(dB) at bit-rate 1 bpp 

Images JPEG JPEG2000 Proposed method JPEG JPEG2000 Proposed method 

Barbara 23.81 27.29 27.60 34.46 37.15 37.52 
Sailboat 26.56 29.12 29.53 34.44 36.81 37.01 

Baboon 22.48 25.24 25.45 27.98 30.65 30.81 

couple 25.72 28.48 28.80 34.25 36.79 37.10 
Hill 26.78 29.88 30.21 33.62 36.42 36.84 

Jet plane 29.56 31.92 32.28 39.65 41.88 42.20 

Lena 29.43 33.02 33.46 37.88 40.40 40.82 
Lighthouse 25.82 28.39 28.82 35.50 38.42 38.83 

Peppers 29.98 32.49 32.88 37.55 38.38 38.72 

Average 26.68 29.54 29.89 35.03 37.43 37.76 

 

 

    
 

(a) Original image 

 

(b) JPEG 

 

(c) JPEG2000 

 

(d) Proposed method 

 

Figure 7. Subjective assessment 

 

 

Table 2. Performance comparison in terms of two image quality metrics, PSNR (dB) and SSIM at six 

different bit-rates. The results are averaged over 9 test images. Best results are bolded 
Quality Metric JPEG JPEG2000 Proposed method JPEG JPEG2000 Proposed 

method 

                          Bit-rate 0.2 bpp Bit-rate 0.4 bpp 

PSNR 26.68 29.54 29.89 28.78 31.82 32.14 

SSIM 0.748 0.771 0.782 0.762 0.844 0.861 

 Bit-rate 0.6 bpp Bit-rate 0.8 bpp 

PSNR 31.12 33.82 34.22 33.40 36.42 36.74 

SSIM 0.824 0.906 0.915 0.874 0.921 0.931 

 Bit-rate 1 bpp Bit-rate 1.2 bpp 

PSNR 35.03 37.43 37.76 36.43 38.55 38.87 

SSIM 0.909 0.941 0.949 0.918 0.951 0.954 
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5. CONCLUSION 

 In this paper, we presented a dictionary based intra-prediction framework for image compression. 

K-SVD algorithm is used in order to train a dictionary. We trained the dictionary with a variety of residual 

blocks obtained from intra-prediction and then used this dictionary for sparse representation of an image. 

OMP algorithm, fixed length coding, and entropy coding have employed for encoding. Different coding 

results based on a set of test images are presented to compare the performance of the proposed method with 

the existing methods. Experimental result shows that the proposed method outperforms JPEG and JPEG2000.  
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