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 Online presence of the user has increased, there is a huge growth in the 
number of active users and thus the volume of data created on the online 
social networks is massive. Much are concentrating on the Internet Lingo. 
Notably most of the data on the social networking sites is made public which 
opens doors for companies, researchers and analyst to collect and analyze the 
data. We have huge volume of opinioned data available on the web we have 
to mine it so that we could get some interesting results out of  it with could 
enhance the decision making process. In order to analyze the current scenario 
of what people are thinking focus is shifted towards opinion mining. This 
study presents a systematic literature review that contains a comprehensive 
overview of components of opinion mining, subjectivity of data, sources of 
opinion, the process and how does it let one analyze the current tendency of 
the online crowd in a particular context. Different perspectives from different 
authors regarding the above scenario have been presented. Research 
challenges and different applications that were developed with the motive 
opinion mining are also discussed.
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1. INTRODUCTION  

The increased penetration of the internet among the folks has made it a wide indispensible channel 
for people to communicate. There is much growth of the World Wide Web not only in its size but also in 
terms of services and the content that is being provided. There is a huge growth in the number of active users 
and thus the volume of data created on the online social networks is massive. "Twitter, a popular micro-
blogging service, has 288 million monthly active users, who post about 500 million tweets a day" [1]. This 
itself depicts that the enormous amount of user generated content is being generated every day. 

There has been a drift in how the information is being managed and shared. From only just 
consuming the available content to annotating it and generating new information. There can be different ways 
like comments on the exiting information, bookmark pages, provide ratings, share their ideas with 
community at large. 

Online presence of the user has increased, Much are concentrating on the Internet Lingo. Notably 
most of the data on the social networking sites is made public which opens doors for companies, researchers 
and analyst to collect and analyze the data.  Researchers are monitoring on the trending topics, memes and 
some notable events including political events [2], stock market fluctuations [3], disease epidemics [4] etc to 
source out the voice of crowd and observe the present tendency of online crowds towards a particular issue. 



                ISSN: 2088-8708 

IJECE Vol. 5, No. 5, October 2015 :  1180 – 1187 

1181 

We have huge volume of opinioned  data available on the web we have to mine it so that we could 
get some interesting results out of  it with could enhance the decision making process.  

Recognizing and evaluation of various viewpoints has got its practicality in various domains. 
Decision makers in governments and political entities need to know how the public retort to the decisions 
taken by them, funding agencies need to gauge their success, business need to know what people think of 
their products, The impact of a researchers work can be calculated by hiring committees of universities and 
research institutions. Such postings have also mobilized masses for political changes such as those happened 
in some Arab countries in 2011. It has thus become a necessity to collect and study opinions on the Web.In 
order to analyze the current scenario of what people are thinking focus is shifted towards opinion mining. 

This study presents a systematic literature review that contains a comprehensive overview of 
components of opinion mining, subjectivity of data, how it relates to sentiment analysis, sources of opinion. 
The process and how does it let one analyze the current tendency of the online crowd in a particular context. 
Different perspectives from different authors regarding the above scenario has been presented. Research 
challenges and different applications that were developed with this motive opinion mining are also discussed. 

 
 
2. LITERATURE REVIEW 

 
2.1 Opinion Mining 

It emerges from the basic field of text mining [5], a subset generally text in unstructured format to 
organize it in a proper way and to mine some useful information from it. Opinions are the key influencers of 
our behavior which supplements the decision making process [6]. 
 

Opinion: An opinion is a quintuple, (ei; aij ; ooijkl; hk; tl),  
where ei is the name of an entity,  
aij is an aspect of ei,  
ooijkl is the orientation of the opinion about aspect aij ofentity ei,  
hk is the opinion holder, 
and tl is the time when the opinion is expressed by hk.  
 
The opinion orientation ooijkl can be positive, negative or neutral, or be expressed with different 

strength/intensity levels. 
To carry out the general process one needs to perform the following tasks: 
 
 

      
 

Figure1. Tasks involved 
 

2.2 Components of Opinion Mining 
Source of the opinion: 

Obtaining public and consumer opinions has long been a huge trade itself for marketing, public 
relations, and political campaign companies. The scenario of asking others for their perspective had shifted 
towards online crowd sourcing [7]. There are different forms like conducting surveys, opinion polls and 
focus groups. 

User Generated Content: Blogging, Microblogging and social networks are the most popular forms 
of UGC [8]. 
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 Question-Answer Databases (eg. Yahoo Answers, Ask.com) 
 Digital video (Youtube, Vimeo) 
 Blogs (Blogger, Weebly) 
 MicroBlogs (Tumblr, Twitter) 
 Podcasting (iTunes) 
 ReviewSites (Yelp, TripAdvisor) 
 Social Networking (Facebook, MySpace) 
 Wikis (Wikepedia) 
 

Along with the digital content the UGC can be a combination of open source, free software and 
flexible licensing or related agreements to further reduce the barricades to the collective work. All these can 
be the source where we could gather the perspectives of various people. 

 
2.3 Fact and Opinion 
Subjectivity analysis: 

The subjective sentence expresses some perceptions, beliefs or personal feelings. There are many 
forms of Subjective expressions like allegations, desires, beliefs, suspicions, and speculations 
Objective analysis: 

The objective sentence concentrates on the facts.The existing research concentrates on the factual 
information which is widely used in the area of Information Retrieval. Now people are moving towards what 
people feel and opinion hood determination. Opinion hood determination is divided into two sub tasks 
Subjectivity classification and opinion polarity classification which is in turn ripped into opinion and non 
opinion, positive and negative respectively. [9] The method they propose is using minimum cuts to produce 
subjective extracts from the text. The work has been focused in the sentence level subjectivity extraction. The 
processing overhead of large amount of data can be eliminated [10]. 
 
 

 
 

Figure 2. Opinion hood determination 
 
 

2.4 Approaches Adapted 
The following are the approaches adapted for opinion mining: [11] 
1. Heuristics:  

This approach can produce the results within a realistic timeframe. They are likely to produce the   
results themselves but are mostly used with the optimized algorithms. 
2. Discourse Structure: 

Focuses on the given text that just communicates a message, and linking it to how that message 
constructs a social reality or view of the world. 
3. Coarse-grained Analysis: 

The tasks such as retrieving the subjective documents from a collection, most recent work on this 
topic has focused on classification of entire document by overall positive and negative polarity. 
4. Fine grained Analysis: 

Tasks such as determining the attitude of a particular person on a particular topic. It is a term level 
analysis as it identifies whether the term is positive or negative oriented.  
5. Aspect level approach:  

Opinions consisted of targets and the aspects associated with them. 
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6. Key word analysis:  
This approach classifies text by affect categories based on the presence of unambiguous affect 

words such as happy, sad, afraid, and bored. 
7. Concept analysis: 

It concentrates on semantic analysis of text through the use of web ontologies or semantic networks. 
The conceptual and affective information associated with natural language opinions are aggregated.  
 
 
3. RESEARCH METHOD 
 Phase 1:  Opinion extraction. 
 Phase 2:  Processing using different techniques 
 Phase 3:  Analyzing them to assess the current trend 
 

 
Figure 3. Schematic procedure of Opinion Mining 

 
 

3.1 The list of review articles surveyed 
This table contains various findings on opinion mining from different authors perspectives. It clearly 

states the methodology, algorithm used, data sources and the results and conclusions that were drawn. 
 
 

Table 1. Articles Reviewed 
Ref.
No 

Study Year Data 
scope 

Algorith
mn 

Methodology used Data 
Source

Conclusion Result 

[12] Yao Wu 
et al 

2015 Hotel 
review data 
and 
restaurants 

Machine 
Learning 

Combination of 
aspect-based 
opinion mining and 
collaborative 
filtering to 
collectively learn 
users’ preferences 
on different 
aspects.. A unified 
probabilistic model 
Factorized Latent 
Aspect Model 
(FLAME) has been 
proposed. 

Trip 
Advisor 
hotel 
review 
data6 and 
Yelp 
review 
data7 

Aspect-based 
opinion mining 
techniques, 
aspect-based 
review 
summarization for 
products product 
level 
summarization- 
review-level 
analysis. Predicts 
the preferences 
based on previous 
preferences 

FLAME 
outperforms other 
baseline models on 
all the measures 
except RMSE. The 
gain is especially 
significant 
compared to 
LRR+PMF where 
there are about 90% 
improvement on _I 
and 40% 
improvement. 

[13]  Zheng 
Xiang et 
al 

2015 Hotel guest 
experience 
and 
satisfaction 

Machine 
Learning / 
statistical 
analysis 

Classifying large 
amount of online 
customer reviews, 
assess the quality of 
these data, as well 
as identify inherent 
relationships 
between two 
domains of 
variables in hotel 
management 
through text 
analytics. 

consumer 
reviews 
extracted 
from 
Expedia.co
m 

Is study sets an 
example for the 
development of 
business analytics 
in hospitality 
marketing and 
management Or, 
at least, these 
findings can be 
seen as testable 
propositions 
derived from the 
analysis. 

The underlying 
factors representing 
a set of only34 
words can explain 
nearly 63% of the 
total variance in 
guest satisfaction, 
which considerably 
exceeded the 
acceptable range. 

 

User Generated Content

• Fourms,Wikis, 
Blogs,Social 
Networking sites

Pre‐Processing

• Toenize, Remove stop 
words, Stemming

Text Minin g & 
Information Processing

• Association ules, 
Clustering,

• Classification, 
Categorization

Information  
Visualization

• Analysis to assess on 
current trend

• Stratergic decision 
making
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[14] Wenting 
Tu,et al 

2015 Shanghai 
market 
Index (SHI) 

Rule 
based 
methods 

Reference time 
(RT) information in 
the formation of 
future predictions 
constructed a 
prediction model 
that uses the RT 
information. 

50,169 
microblogs 
of investors 
posted on 
Sina 
Weibo. 

Predictions made 
using  reference 
time (RT) 

Time-sensitive 
model, which is 
based on RT tags 
performs better than 
Baseline and 
Traditional models. 

[15] Subasish 
Das et al 

2015 Capital 
Bike share 
of 
Washington 
DC 

Lexicon  Applying sentiment 
analysis 

Twitter To get subjective 
information Text 
categorization 
with valence 
annotation was 
used. 

The positive 
responses towards 
the current system 
were higher in 
frequency than the 
negative ones 

[16] Thuy 
T.B. 
Luong et 
al. 

2015 Rail transit 
line from 
travelers 
perspective 

Opinion 
Lexicon 
in English 
provided 
by Hu and 
Liu 

Exploratory 
analysis and word 
clustering analysis 
was performed 

Tweets 
from May 
1st 2014 to 
October 1st 
2014 
commuter 

Interactive online 
interface which 
displays and 
monitor real-time 
feedback and 
sentiment helpful 
for transit service 
providers. 

 Mondays had more 
positive tweets40% 
Tuesday more 
negative 
Tweets-55% 

[17]  Yan 
Zhao et al 

2015 Chinese 
hotel 
reviews.  

Machine 
learning 
to extract 
aspects. 

Different 
dimensions of 
features, feature 
representation 
methods and 
classifiers to 
analyze the integral 
effect of aspect 
extraction.   

Online 
reviews 

ME is the best 
machine learning 
method for aspect 
extraction of 
Chinese hotel 
reviews 

The highest 
accuracy of 
different supervised 
learning method are 
93.47% (ME), 
87.82% (NB) and 
86.34% (SVM). 

[18] Chetashri
hadane et 
al 

2015 Mobile 
domain 

 Machine 
learning 
(SVM) 
combined 
with 
domain 
specific 
lexicons. 

Two-step method 
aspect classification 
followed by polarity 
classification 

Online 
reviews 

A set of 
techniques like 
linear kernel for 
aspect 
classification and 
polarity 
identification of 
products  

Linear Kernel 
backed up with 
maximum accuracy. 
The accuracy 
achieved was 
78.05% testing was 
done using 41 
reviews. 

[19] Rahul 
Tejwani 
et al 

2014 Academic Lexicon 
based 
features 

Thayes Model of 
human emotion 

Yelp 
Review 
dataset 

Classify text in 
two dimensional 
space on polarity 
and intensity 

Polarity: T mean 
accuracy 81.60% 
+/- 1.92% intensity: 
mean accuracy 
67.14% +/- 1.22%. 

[20] Nathan 
Aston et 
al 

2014 Sanders 
Corpus 
STS-Gold  
and Senti 
Strength 

Machine 
Learning 

Modified Balanced 
Winnow to train on 
pre-labeled 
instances using a 
streaming algorithm 
and processing 
them in real time. 

 public 
datasets 
Twitter,My
Space, 
Youtube,B
BC, Digg 

Removed all but 
the top features 
when performing 
classification.  
 

Achieved the 
highest accuracy of 
87.5% with 
STS_Gold on 5 
grams 
representation. 

 
 
3.2 Applications Developed 
1. IFeel: 

It is a web application that that detects sentiments in any form of text including unstructured social 
media data. A combined Method was developed. Using this tool the user can analyse the given data with 
combined method as well as the seven existing sentiment analysis methods like: SentiWordNet, Emoticons, 
PANAS-t, SASA, Happiness Index, Sentic-Net, and SentiStrength. [21] 
2. Social Mention: 

It is a social media search and analysis platform that aggregates user generated content from across 
the universe into a single stream of information. It helps us in tracking and measuring what people say. [22] 
3. Sentiment140 

Sentiment 140 is used to discover the sentiment of a brand, product, or topic on Twitter. Classifiers 
are build using machine learning algorithms. [23] 
4.  Opinion Finder: 

It identifies subjective sentences and marks various aspects of subjectivity in these sentences, 
including the source of the subjectivity and words that are included in phrases expressing positive or negative 
sentiments. [24] 
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5. Trackur 
It is a social media monitoring service which enables us to generate specific searches to run across a 

number of social media platforms. Tracks posts from Twitter, Facebook, Reddit, Delicious, Google+,blogs, 
videos including YouTube, and photos including Flickr [25]. 

 
 

Table 2. Tools used for a particular method 
Method Tools Used 
Search Google, Topsy, Social Mention, Twitter, FB 
Monitoring  Google Alert, Trackur, Attentio, Engagor, Viral Heat, Radian6, 

Hub Spot 
Track Performance Google Analytics, Post Rank, Strutta,Your Profile, Swix, Klout, 

Peerindex, Grader 

 
 

Search solutions are provided by Google, for following news, blog posts, videos and images  the 
Social Mention, Addict-o-matic etc play a prominent role.Technorati.com facilitates in  searching blogs, and 
BotBox, for online news content, including blogs . 

Analytical tools for Twitter are Tweet Archivist, 140kit and TweetDeck, is an aggregation tool.  
Twapperkeeper, is an API for tracking Twitter activities. 

An open-source command-line tool to further process data-Gawk e.g. tweet statistics and metrics, 
and the open source visualization tools Wordle, used also for YouTube video tags, and Gephi for visualizing 
networks, used for e.g. Twitter datasets and blog. The expansion of tools concerning social media examining 
is swift and there is a ample scope for many new offsprings to arise. [26] 
 
3.3 Research Challenges 
Coreference resolution: 

The process of finding all expressions that refer to the same entity in a text It is important challenge 
for opinion mining as without considering a great deal of opinion information will be lost, and opinions may 
be assigned to wrong entities. [26] 
Negation handling: 

The grammatical rules used in the textual data often contain negations used in text that completely 
change the meanings of words. Detecting its scope with in a sentence (text) are necessary in finding out the 
sentiments from a piece of text. [27]  
Word sense disambiguation: 

Most valuable concept to be addressed with respect to sentiment analysis. The non literal senses, 
such as metaphors and expanded senses, tend to indicate subjectivity, triggering polarity and effecting the 
resulted opinion summarization.[28] 
Domain adaptation problems: 

The sentiment classifier trained with the labeled data from one domain normally cannot perform up 
to the mark in another domain. This problem is termed as the domain adaptation problem in sentiment 
classification by using some labeled data from the source domain and a large amount of unlabeled data from 
the target domain. [29] 
 
 
4. CONCLUSION 

This work presents an in-depth background study about opinion mining. The subject has fascinated 
considerable concentration since the 1990s, in particular with respect to subjectivity analysis and lexical 
resource generation. Based on the survey done we have seen that in 2013 focus was given to development of 
model and frameworks for sentiment analysis and in 2014 it has shifted to content extraction and 
classification and the current year focus is mostly heading towards aspect based prediction, which could be 
much useful in the semantic web and common sense knowledge. A number of computational models and 
linguistic features related to opinion mining, component analysis and opinion-target identification are 
thoroughly discussed. 
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