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 Recommender Systems have proven to be valuable way for online users to 
recommend information items like books, videos, songs etc.colloborative 
filtering methods are used to make all predictions from historical data. In this 
paper we introduce Apache mahout which is an open source and provides a 
rich set of components to construct a customized recommender system from 
a selection of machine learning algorithms. This paper also focuses on 
addressing the challenges in collaborative filtering like scalability and data 
sparsity [1]. To deal with scalability problems, we go with a distributed 
frame work like hadoop. We then present a customized user based 
recommender system 
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1. INTRODUCTION 

 
1.1 Recommender Systems 

A recommender system plays a major role in internet technology for data gathering and rating of 
data. The most popularly and widely used technique is collaborative filtering [1]. Even though there are four 
types of filtering techniques we have focused on collaborative filtering, because collaborative filtering 
methods are able to collect and analyze large amount of information on user’s behavior, activities or 
preferences. And also can predict what users would like, based on their similarities to others. To overcome 
the challenges in collaborative filtering we present the collaborative filtering framework of the Apache 
Mahout [2]. library for scalable data mining and machine learning. Mahout also provides algorithm 
implementations to compute recommendations in batch [3]. on a Map Reduce cluster, we put our focus on 
the functionality it offers for developing single-machine user based recommendation systems [4]. 
 
1.2 Colloborative Filtering 
Collaborative filtering systems are broadly classified into two types: 
User-Based Collaborative Filtering: 

User-based collaborative filtering finds the users who share the same rating patterns with the active 
user (the user whom the prediction is for) [5]. 2 Use the ratings from those like-minded users found in step 1 
to calculate a prediction for the active user. Collaborative filtering can also be based on implicit observations 
of normal user behavior which is different from implicit feedback like ratings. These systems observe and 
matches the user preference, behavior with what all users have done (what music they have listened to, what 
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items they have bought) and use that data to predict the user's behavior in the future, or to predict how a user 
might like to behave given the chance. 
Item based collaborative filtering: 

Builds an item-item matrix determining relationships between pairs of items. Estimate the tastes of 
the current user by examining the matrix and matching that user's data. Not only depending on implicit 
scoring or rating system which is averaged across all users ignores specific demands of a user, and is 
particularly poor in tasks where there is large variation in interest. 
 
1.3 Map Reduce Frame Work 

Hadoop Map Reduce is a software framework for easily writing applications which process vast 
amounts of data (multi-terabyte data-sets) in-parallel on large clusters (thousands of nodes) of commodity 
hardware in a reliable, fault-tolerant manner[6]. A Map Reduce job usually splits the input data-set into 
independent chunks which are processed by the map tasks in a completely parallel manner. The framework 
sorts the outputs of the maps, which are then input to the reduce tasks. Typically both the input and the output 
of the job are stored in a file-system. The framework takes care of scheduling tasks, monitoring them and re-
executes the failed tasks. The Map Reduce framework operates exclusively on <key, value> pairs, that is, the 
framework views the input to the job as a set of <key, value> pairs and produces a set of <key, value> pairs 
as the output of the job, conceivably of different types. 
 
 
2. COMPUTATIONAL MODEL 

Memory-based user rating data is used in computing similarity between users or items and also for 
making recommendations. Typical examples of this mechanism are (a) neighborhood based CF and (b) item-
based/user-based top-N recommendations. 
 

 
 
Where 'U' denotes the set of top 'N' users that are most similar to user 'u' who rated item ‘i’. Some examples 
of the aggregation function include: 
 

 
 

 
 

 
 

 
 
Where k is a normalizing factor defined as. And  is the average rating of user u for all the items rated by 
that user. 
(a) The neighborhood-based algorithm calculates the similarity between two users or items, multiple 

mechanisms such as Pearson correlation and vector cosine based similarity are used for generating a 
prediction for the user by taking the weighted average of all the ratings. Similarity computation between 
items or users is an important part of this approach [7]. 
The Pearson correlation similarity of two users x, y is defined as 

 

 
 

Where Ixy is the set of items rated by both user x and user y. 
The cosine-based approach defines the cosine-similarity between two users x and y as: 
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(b) The user based top-N recommendation algorithm identifies the k most similar users to an active user 
using similarity based vector model. After the k most similar users are found, their corresponding user-
item matrices are aggregated to identify the set of items to be recommended. In this work, we present 
Mahout’s flexible collaborative filtering framework, with a broad range of algorithm implementations 
and provide an API of Eclipse to implement the item-based, user-based recommendations. 

 
 
3. PROBLEM STATEMENT 

Let A be a |U| × |I| matrix holding all known interactions between a set of users U and a set of items 
I.au• represents user U with the history of the item interaction. au• the u

th row of A. [8].The top-N 
recommendations for user  U correspond to the first N items selected from a ranking ru of all items ,based on 
how strongly they were preferred by. This ranking is derived from patterns found in A. 
 
3.1 Sequential Approach for Computing User Cooccurrences 

For a pair wise comparison between users, a dot product of columns of A gives the number of items, 
that the corresponding users have in common .first a search for other users with similar taste is to be 
conducted [9]. 
 

ru = A
T  (A au• ) 

 
Algorithm: 1 the standard sequential approach for computing the 
Item similarity matrix S = ATA is shown [10]. 
Foreach user do 
Foreach item i interacted by the user u do 
Foreach user v also interacted with the same item i do 
 

suv = suv + 1 

 
Counting user coocurrences in map reduce 

Let us start our algorithmic frame work to be optimized with Distributed item co occurrence 
counting .we take a simple model with binary data i.e. (yes-1,no-0).If we want to implement in a distributed 
framework like mapreduce, and share the work among several nodes, the issues in common are, the 
algorithm requires random access to both users and items. The complexity of user based approach is quadric 
in the number of users, because each user is to be compared with other user. Therefore we need to parallize 
the algorithm1 to run parallel proportional to the number of machines in the cluster of map reduce frame 
work. 

A standard algorithm doesn’t suit with this distributed frame work because it needs a random access 
to the rows and columns of A in the inner loops of the algorithm1. Here comes the advantage of mahout with 
its inbuilt scalability of the algorithms to run on a distributed frame work like hadoop [11]. 
 

S = ࢀ࡭ A = ∑ ∑ ∑ ࢛,࢏࡭
ࢀ ࢜,࢛࡭

|ࢂ|
ୀ૚࢜

|ࢁ|
ୀ૚࢛

|ࡵ|
ୀ૚࢏  

 
We get the outer product formulation of the matrix multiplication. We partition A by columns (the 

items) and store it in the distributed file system [3]. 
Mapper: this function reads a single column of A computes the columns outer product and sends it to the 
reducer. 
Reducer: this function simply sums up the individual counts of the mapper and consolidates the similarity S 
per invocation. Here we also make use of this distributed approach to address the data sparsity problem of 
collaborative filtering.basically, the interaction matrix A is usually very sparse and contains fraction of cells 
with non-zero elements. This limits the number of user pairs to a small fraction. So the map function which 
returns the intermediately outer product matrices is formulated in a way that it returns only non-zero entries. 
Combiner: all the intermediately results of the mapper are combined and some consolidated data is send on 
the network to the reducer by the combiner function. It reduces network overhead. 
Algorithm 2: counting user co-occurrences 
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Function map (ܽ௨•): 
Foreach u ߳ܽ௨•do 

c←sparse_vector () 
Foreach v ߳ܽ௨•with v > u do 

C[v] ←1 
emit (u; c) 

Function combine (u,C1,…, Cn) 
c←vector_add (C1… Cn) 
emit (u; c) 

Function reduce (u, C1,…,Cn) : 
s←vector_add (C1… Cn) 
emit (u; s). 
 
 

4. RELATED WORK 
Measuring distances and similarities: 

Machine Learning algorithms like K-Nearest-Neighbor, Clustering use similarity or distance 
measures between two data points to find the similarities [12]. 
Distance between categorical data points 
We can calculate the ratio to determine how similar two data points are using simple matching coefficient: 
noOfMatchAttributes / noOfAttributes. Basically to measure the number of attributes to be changed to 
match each other, Hamming distance is used [13]. 
Given that most users only see a very small portion of all movies, it doesn't indicate any similarity between 
the users if both the users have not seen the movie i.e both values are zero.  On the other hand, if both user 
saw the same movie (both value is one), it implies a lot of similarity between the user. Even though matching 
or not, if category is structured as a Tree hierarchy, then the distance of two category can be calculated by 
measuring the  path length of their common parent. 
Jacard similarity: 
NoOfOnesBoth/noOfOnesIn A +noOfOnesInB – noOfOnesIn A and B) 
Similarity between instances containing mixed types of attributes 
we can calculate the similarity of each attribute (or group the attributes of the same type)i.e. if a data point 
contain mixed type of attributes, and then combine them together using some weighted average. 
combined_similarity(x, y) = Σover_k [wk * δk * similarity (xk, yk)] / Σover_k (δk) Where Σover_k (wk) = 1 
 
 
5. METHODOLOGY 

A mahout-based collaborative filtering takes users preferences from a small sub set of data and 
predicts the future from the past preferences [2]. Expressions of preferences are their implicit and explicit 
ratings of the products. E.g. purchasing a book, reading a news article, rating the product with stars etc [4]. 

 
Creating a user-based recommender API 

In this approach we compute recommendation for particular users; we look for other users with a 
similar taste and pick the recommendations from their items. Mahout uses any text file derived from 
user/item matrix. Columns and rows are identified by userID, itemID and value denotes the strength of the 
interaction (e.g. the rating given to a movie). 

 
Loading the data from texfile into the mahout interface 

DataModel M = new FileDataModel (new File ("/home/user/desktop/music.csv")); 
So to compute the correlation coefficient between their interactions we use Pearson correlation 
coefficient. 
User Similarity siml = new PearsonCorrelationSimilarity (M); 
Top-N recommendations and rating prediction are listed using 
List<RecommendedItem>topItems =recommender. recommend (userID, 10); 
float preference = recommender.estimatePreference (userID,itemID); 
 
Evaluation 

Provide a statement that what is expected, as stated in the "Introduction" chapter can ultimately 
result in "Results and Discussion" chapter, so there is compatibility. Moreover, it can also be added the 
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prospect of the development of research results and application prospects of further studies into the next 
(based on result and discussion). 
 
 
6. CONCLUSION AND FUTURE WORKS 

In this paper we have presented the importance and the challenges of collaborative filtering. We 
rephrased the statistical methods, data mining and machine algorithms used to build a recommender system.  
We demonstrated how mahout is more versatile to perform user based or item based recommendations. We 
showed how a scalable similarity-based recommender system on a map reduce frame work overcomes the 
scalability challenge. We have also presented the mahout evaluator tool, and also how it measures the quality 
of prediction. Most of the algorithms of mahout are already implemented in a way that they are scalable 
across hadoop.but still there are few challenges like sparsity, cold-start, even though mahout implements few 
algorithms, some of the algorithms cannot be parallelized over hadoop like stochastic gradient descent and 
support vector machine. In our future work we focus on the above issues and intend how our algorithms 
solve the challenges and scalable on large parallel and distributed networks. 
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