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1. INTRODUCTION

The connection of Distributed Generation (DG) & tbnsumer side has given a lot of opportunities
for the network to reduce the existing power los$&igh the implementation of DG units, the disttilon
system no longer have a single supply system, wisidhom the transmission-distribution substatibnf
there will be multiple sources power in the netwdrkus, the DG units will supply to some of thedbload
while the other loads will still get the power sipfrom the main source. However, the incompatibksnof
the size and location of the DG will give an oppesffect to the distribution network such as poless
increase, voltage operating beyond the limit arfteist [1-5]. Therefore, many researchers have caeduc
studies to obtain the appropriate location and fizethe DG either for a single DG unit [2],[4] dor
multiple DG units [6-7]. The optimization techniqusuch as Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), Evolutionary Programming (ERJt Colony Optimization (ACO) and other heuristic
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methods are usually used in finding the optimad i DG. With these optimization methods, it cobklp
the power system planner to compute the optimacapof DG size for the network.

The analysis in [8] is one of the most recent &tsidin optimal placement and sizing of DG units in
the distribution system. The author used combinat two heuristic optimization methods which are
Genetic Algorithm and Immune System in order to iméze the benefit of DG. Since the size of DG is
directly related to the power losses and the céseimforcement, thus the authors aim to minimizehb
factors in order to achieve the optimal DG outputhie system. The authors have compared the metitiod
other optimization methods which are GA, PSO, Imendtgorithm (l1A), Ordinal Optimization (OO) and
GA-OPF. However, the locations of DGs are diverse dach optimization methods and can cause the
optimal power losses values to be different. Famtbre, the implementation of DG optimal sizing & n
only restricted to distribution network. Some resbars also focus on optimizing the large scalB@fthat
is connected to the mesh transmission network $jce the DG is built with a large capacity, the
characteristic of the DG is most likely the sameraditional power generator. In this case stubg,duthors
implement a simple conventional iteration in ortteoptimize the size of DG to achieve the samedives
as in [8] which are to lower down both cost andséssin the network. Although the analysis for DG
connected at transmission network can be madehbumplementation of this DG is cumbersome duthéo
capacity of DG must be large enough.The objectiv®@ sizing is not only limited to the reduction of
power loss and lowering the cost of generation,tbatsizing of DG can also be used to minimizettial
harmonic distortion (THD) in the network [10], lovireg the short circuit level that represents thetgctive
device in the network [11] and many more.

In this paper, the concept of hybrid optimizatietiween EP and the PSO which has introduced in
[12] is used to analyze the performance of therétlyo for DG sizing which known as Evolutionary PSO
(EPSO). The performance of proposed methods wiltdmpared to traditional PSO in term of reductién o
power losses value, voltage profile, computing tamel others when the DG connected at the distiimbut
level. The detail of the algorithm will be discudse Section 2. Section 3 shows the simulation Itesu
between the performance of traditional PSO and ERPS®rm of power loss and voltage profile for 3&b
radial distribution systems. Last but not leastt®a 4 presents the conclusion of the study.

2. RESEARCH METHOD: OPTIMIZATION APPROACHED

The PSO is one of the heuristic methods used l®arekers to solve any optimization problem. The
main idea of the PSO is based on the food seardiehgvior (foraging) of birds or fish. The birdsfigh
will move to the food in certain speed and positibheir movement will depend on their own exper&nc
(local best) and other ‘friends’ in the group (giblbest). The finding process of local best andaldest
that are computed in every iteration gives the mizdéto the PSO to reach the most optimal solutitimus,
many researchers tend to combine or hybrid the R8D other optimization methods such as artificial
Neural Network (ANN), Genetic Algorithm (GA) or (Blutionary Programming) EP or other heuristic
methods. The combination/hybridization process betw PSO and other heuristic methods has been
summarized in [13-15].

2.1. Basic Machinery of Particle Swarm Optimization
In this subsection, the process and the machinémhe PSO will be discussed in depth. The
summary of traditional PSO is as follows.

Step 1: The population i particles is initialized with random positionsand the velocityy of
each particle is set to zero. Each particle cae Haanumber of variables.

Step 2: The objective function is evaluated withparticles in order to find the objective value.
The particles generated will be tested for it fitméo the objective. If the value of a particle
and the objective value obtained from that partigie within the constraints of the system,
that particle will be accepted. Meanwhile if thertiwde itself or the objective value
obtained from that particle is out of the rangdhaf system’s constraints, new particle will
be generated and this step will be repeated fontimeber of particles which are out of the
boundary. The local besk,, is set as the current position and objective evaifi the
particle, and the global be&,.4 and its objective value is set as the best inizaticle.

Step 3: The new velocity,; and the new position;. , is calculated using equations (1) and (2) and
the values of the curre@et andPpe.

Step 4: Evaluate the objective values of all pls$i using the new position.
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Step 5: The objective value of each particle is parad with its previous objective value. If the new
value is better than the previous value, then wtha&P,y and its objective value with the
new position and objective value. If not, mainttiia previous values.

Step 6: Determine the best particle of the wholdabgd population with th€,. If the objective
value is better than the objective value@fy, then updates, and its objective value
with the position and objective value of the newtlqzarticle. If not, maintain the previous

Ghest-
Step 7: If the stopping criterion is met, then amt@,.4 and its objective value; otherwise, repeat
step three.
Viap = @V + Ol (Rt = %) + Cola(Gpeg = X)) (1)
Xis1 = Vig TX 2)

A calculation example for one level of iteratiorais shown in Table 1.

Table 1. The Example of PSO Calculation Conceiind the Minimum Point

setl

set 2

Phest

Grest

Fithess_1=6.845
Fithess_2=7.214
Fitness_3 =3.125
Fitness_# = 6.127
Fitness_% = 4.025
Fitness 6 = 6.389

Fitness *& 6.458
Fitness 2= 7.421
Fitness 3= 3.013
Fitness %4= 6.478
Fitness 5= 4.125
Fitness %6= 6.446

Element (6.458)
Element (7.214)
Element (3.013)
Element (6.127)
Element (4.025)
Element (6.389)

Element (3.013)

Grest

3.125

3.013

Set 1 is a set of old positions and set 2 istaobeew positions. Théyy set is selected by
comparing the best value between the fitness valok®ved by set 1 and set 2. For example, thé aed
set 2 fitness values for thé" lement are 6.127 and 6.478 respectively. Assurttiag the process of
optimization is to obtain the minimum value, theraént for the set 1 (Element (Fitnesy) 4 chosen as a
Ppes Value. Next, for the nevByey, the Gpey for set 1 and set 2 will be compared and the ssialfalue
between both sets is preferred as the Ggy. Hence, in this example, tli&, for set 1 is smaller than the
Greg fOr Set 2. Thus, the neGi value was the element for Fitnes_3

Up till this point, the traditional PSO method Hseen discussed. EPSO is similar to PSO in many
of the steps. This statement is obvious, becau§&OERelf is based on PSO. However, their simikzsistop
at the steps 5 and 6 where the gy and newGpy are determined. In the next subsection, EPSO will b
discussed in greater detail.

2.2. Evolutionary Particle Swarm Optimization’s Macdhinery

In this subsection, the process and the machinfettyeoEPSO will be discussed in detail. In EPSO,
the process is similar as PSO from step 1 until 4teThe concept of EP is integrated in steps 56atuf the
previous subsection), where the tournament selegiocess is done. For the discussion on EPSQy, refe
Figure 1.

After obtaining the new positiorx.;, the new fithess valug.,, is calculated using the values of
X+1. Subsequently, the set of new positions,, and the old ones;, will be combined and contested in a
tournament with a number of positions other thaalitaccording to the contestants’ percentagenggsttiFor
example, if 20 positions are selected, and thegmtage is set to 20 percent, then all positions$ lvel
challenged by four other contestants randomly, eaxch position will be weighted by the number of i
obtains. A position gains a win when its fithesbéster than its contender. This tournament igpre which
is adapted from EP and different from the tradaioRSO.

After the tournament, the positions will be sortmat in a descending fashion, starting with the
highest wins down to the lowest wifd.number of positions with the best score will blesed from the
result as the survival positions, which will be diger the next iteration. These positions will alsused as
the newPyy and the position with the highest score will beduas the nevG,e4. Next, the new position set
will be tested for convergence. If convergencedsachieved, the process will be repeated by caticg a
newer velocity and position using equations (1) &)dbased on the nefRp.y and G,g. If convergence is
achieved, then the optimization process is termathat
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Figure 1. The flow chart for EPSO algorithm

An example of how to calculate a level of iteratisras shown in Table 2 where set 1 is the oldest
position set, and set 2 is the newest positiocaletlated using equations (1) and (2).

Table 2. The Example of EPSO Calculating Concepiiid the Minimum Point

set 1 set 2 setl+set2 Comvf)/ier:mon: Selection Pues) Ghest
Fitness_ 1=6.845  Fitness *E 6.458 Fithess *E 6.845 1 Element (3.125) Element (3.013)
Fitness_2=7.214  Fitness’2 7.421 Fitness '2= 7.214 0 Element (3.013)
Fithess 3 =3.125 Fitness®3=3.013  Fitness '3=3.125 2 Element (4.125)
Fithess 4 =6.127  Fitness?4=6.478  Fitness 4= 6.127 0 Element (6.845)
Fithess 5 =4.025 Fitness?5=4.125  Fitness 5= 4.025 1 Element (3.013)
Fithess 6 =6.389  Fitness %6=6.446  Fitness 6= 6.389 1 Element (4.125)
Fitness_1=6.458 0
Fithess_2=7.421 0
Fitness_3 = 3.013 2
Fitness_2 = 6.478 0
Fitness_5 = 4.125 2
Fitness_6 = 6.446 0

The third column shows the combination of set 1 s&id2. In column four, the scores achieved by
each position is shown based on the number of iwitfse tournament. In this example, each set ctmeiss
positions and the challenger percentage is se fge2cent so that each position will compete with bther
competitors. That is why in the fourth column, thighest achievable score is two. In the fifth cohyrsix
positions with the best fitness will be chosentasP, and in the last column the element or positiorhwit
the best fithess among tRgy will be selected a,y. From the results, only the survival element dyitime
competition process will be maintained for the niégstation while the other are terminated. Thisqaess
make the EPSO could achived the optimal value ifaélséan traditional PSO.
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3. RESULTS AND DISCUSSION
The 33 bus radial distribution system is usedlieranalysis on the performance of EPSO versus

PSO as shown iRigure 2.

Substation
132/12.66 kV

Figure 2. 33 radial distribution system with exigtiof DG operated at PV mode

The line and load data for the system can be gaimddl6]. There are 3 units of DG which are
present in the network, at buses 6, 16 and 25 amdating in P-V bus mode. In this simulation, theial
capacities of the DG units are 2.4878 MW, 0.4970 & 0.3556 MW whilst the power loss in the network
is 23.1049 kW. The technique to get the locatioth @apacity of DGs is obtained using the same appexh
as in [17]. In the analysis, the authors used tlaghamatical approached for determining the locatind
size of DG in the distribution network before imped it using PSO method. However, all the DGs are
operated in the PQ mode. Therefore, the DGs latatigl7] are different compared to the locatioattban
be obtained in Fig. 2 due to the effect of PQ axdide in finding the power loss saving. Besidex,thy
implemented DG operated at PV mode, the power $oafter the optimal location and sizing is improwaed
shown in Table 3.

Table 3. Comparison the performance optimal locagind size of DGs without Optimization method
DG operate in PQ mode [16] DG operate in PV mode

No Without Optimization method ~ Without Optimization method
1 Location of DGs 6, 15, 25, 32 6, 16, 25
2 No. of DG units 4 3
3 Total DG size (MW) 3.0884 3.3404
4 Total Power Losses (kW)

(after DGs placement) 66.5892 23.1049

3.1. Performance of PSO and EPSO in Radial Distriltion System

In the power system analysis, the size of DGs ao®iming the controllable parameter or “particles”
in both optimization methods and the total powssés is the “fithess” or the minimum value thatchieebe
achieved. By randomizing and uptdating the “pagtitlusing PSO and EPSO methods (as discussed in
sections 2.1 and 2.2), the power output of DGs istewn in Table 4. It can be seen that the PSCERRD
give the same performance in term of DG size arddtal power losses. The DGs that operated atsbfise
16 and 25 is running at 1.7004 MW, 0.7740 MW ar&BOMW respectively in order to reduce the power
losses from 23.1049 kW to 17.1721 kW. Thus, byziegiall these 3 units of DG, the total power I@ssan
be reduced up to 5.9328kW which is equal to 25&8gmt.

However, by comparing the PSO and EPSO methodsER®0 algorithm gives a better result in
terms of processing time to reach the optimal sizBG. For the traditional PSO, it requires 79 at@ns
before it can converge. On the other hand, EPS@hnvmplements the competition concept from the EP
requires only 56 number of iteration before it cerpes. The difference in number of iteration betwee
EPSO and PSO is due to the concept used in EPSEhwhily maintains survival or successful particles.
These survival particles are the particles amopgttpulation set that will give the lower fitnesdue in the
optimization process (for minimum optimization csjseThus, it will make the process of convergence
becomes faster. As a result, EPSO gives supersaittsecompared to PSO in sizing of DG to minimize t
power losses in the network.

Implimentation of Evolutionary Particle Svarm Optimization in Distributed Generation Szing (J.J. Jamian)
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Table 4. Comparison the performance of EPSO andwigOnitial condition

33 bus Location Without
Distribution Optimization PSO EPSO
(bus) )

System Technique
DG 1 (MW) 6 2.4878 1.7004 1.7004
DG 2 (MW) 25 0.4970 0.7740 0.7740
DG 3 (MW) 16 0.3556 0.5300 0.5300
Total DG Capacity (MW) 3.9325 3.0044 3.0044
Total Power Loss (kW) 23.1049 17.1721 17.1721
Power losses Reduction (%) - 25.68 25.68
Iteration (average) - 79 56"
Computation Time (s) 03.2874  71.2743
(average)

Figures 3 and 4 shows the total DG capacities ititsdalled with the value of power loss and the
comparison of voltage profile after the optimizatitake place in the analysis respectively. Sina th
performance in finding optimal DG capacity for P&l EPSO are same, both optimization method have th
lowest value of total DG capacity and lowest tqialver loss compared to the initial stage (withdw t
optimization). From the results (Figure 4), theraxtapacity of DG in the network does not guarathes
the system will have lower power losses value.rtivps that the DG sizing play an important role in
determining the power losses value in the netwBrk.having the optimal size of DG, it will give bett
reduction in total power losses value while fuiffi} all the other constraints in the network. Thuss very
important to have the optimal DG capacity rathemtladditional DG capacity that can increase thegpow
losses.

4.0000 - r 24.0000
3.8000 -

A | - 230000 _
3 36000 | ., g
234000 1 - 220000 =
> 0 ]
g 320007 ‘. - 210000 4
2 3.0000 - B e
. L ()
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o ° [-%
E 2.6000 - o F 19.0000
. -
8 24000 A X 8

22000 4 5 - 18.0000

2.0000 : .""‘T""‘. 17.0000

Initial Stage PSO EPSO
1 Total DG Capacity (MW) -l Total Power Losses (kW)

Figure 3. Total DG Generated Power vs Total Poveesslin 33 bus distribution system

The voltage profile in the network is quite simifar all DGs connected cases either with or without
optimization as shown in Figure 4. Since the gei@racapacity has been reduced during the optinoizat
process either for PSO or EPSO cases, some ofufestexperience the voltage reduction while thereth
have the same voltage value especially for the dsusghich do not have DG connection in the feeder.
However, the voltage reductions on some busesfsliflll the voltage constraint that has been sethe
system which is from 0.95p.u to 1.05p.u.

Figure 5 shows the detail on the result of voltegguction that occurs due to the optimization. The
highest voltage reduction that occurred in the petws only near to 0.12 percent or equal to 0.@012
which is for bus 9 and followed by bus 5 which é&anto 0.095 percent or 0.00095p.u. Besides that,ane
bus will experiences the voltage increment whichus 13. However, these voltage changes that acche
network is very small and can be ignored. It cancbecluded that the adjustment of DG capacity & th
network does not give significant impact to the lbakage, but only on the power loss. ThereforePRB
gives a faster solution to optimize the DG capaeitth minimum power loss and without affecting the
voltage profile in the network.
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Voltage Profile

1 T— 7
0995 . ~ /~
0.99
0.985
0.98
0.975
0.97 —
0.965
%6 +—r+—F—7—7r+rr+r—r+—+—7—7+—r—rr+—r T T T T T T T T T T T T T T T T T T T

1234567 89101112131415161718192021222324252627282930313233

Voltage (p.u)

Bus Number

——Vm_Without PSO  ——Vm_PSO Vm_EPSO

Figure 4. Voltage profile for 33 bus distributioystem
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Figure 5. The Percentage of Voltage Changes aftéintization Process

Since the performance to find the optimal sizingl aaduce the power losses in the distribution
network between PSO and EPSO is similar, the imgr@nt given by these two types of optimization loan
summarized as in Table 5. It can be clearly seanttte percentage of total voltage drop in the ndtvdue
to optimization process is too small which is apjmately 0.675 percent while the savings that can b
achieved from the optimization process is very higfich is near to 50 percent. The savings conhbist t
reduction on power loss:(26 percent) in the network and the total DG reiducts 24 percent). As a result,
EPSO can give a faster solution compared to t@aditiPSO and also give superior performance if @eg
with the solution without the optimization method.

Table 5. Summary Performance of Optimization vshélit Optimization Method

No Summary of Performance Percentage (%)
Total Voltage Drop 0.674908
Total Power Losses Reduction 25.67767
Total DG power Reduction 23.60076

3.2. Effect of Using Different Number of Particlefor the Optimization Process.

The result for optimal sizing of DG in section 3slobtained using 20 partielélany researchers
have suggested the number of particle for the P8Mat be too large or too small. If the number aftiple
is too large, it might cause the processing timbedoo long whilst by using too little particléscan cause
the results of the optimization to be trapped m libcal value and will not achieve the global vallibus, in
this section, the number of particle for PSO and&&PRwill be varied in order to see the impact to the
performance in the distribution network.

Implimentation of Evolutionary Particle Svarm Optimization in Distributed Generation Szing (J.J. Jamian)
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Performance of PSO
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Figure 6. The performance of PSO by varying the lmemof particle in the analysis.

Figure 6 shows the performance of PSO when thelptipn of particles is configured as 15, 20 and
25 respectively. The performance of the algoritkrmeasure based on the difference between maximdm a
minimum fitness value among the particles for ekestel of iteration and the speed for them to retieh
same optimal value. From the figure, when the patpar of particle is 25, it takes many iteratioppst to
reach the optimal value compared to when the nurabpopulation is 15 or 20. There is a gap whaee t
different fitness value among the particle is cansbefore optimal point is reached. This is thaekwess of
PSO if the number of population chosen is too laktmwvever, when the population size of PSO is Ll
also take more iteration to reach the optimal pdinis due to the possibility that the PSO hashed the
local optimal point before getting the global opginvalue along the searching process. Thus, itbeagaid
that the number of population of 20 particles isdeal value for this case study.

Performance of EPSO
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Figure 7. The performance of EPSO by varying thalmer of particle in the analysis.

On the other hand, EPSO will not face the trappingdition as PSO does when the number of
population is 25 as shown in Figure 7. From tharg regardless the number of population for ERS@i|l
give a faster convergence value compared to the F8® competition and selection concept in EPSO can
guarantee that the faster solution can be achie®esides that, the performance of EPSO also loak® m
stable where the fitness value is not varying taeimas PSO does. Table 5 shows the summary betiveen
performance of PSO and EPSO when the number atlgais changed. The EPSO give the faster solution
regardless of the number of population compare®$®. Thus, the percentage of improvement in the
iteration process that has been done by EPSO verstmoFigure 8.

Table 5. Comparison the performance of PSO and BBRS@rying the size of population

. PSO EPSO
Number of Particles (no. of iteration) (no. of iteration)
N =15 90 75
N =20 79 56
N =25 164 54
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Improvement (EPSO vs PSO)
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Figure 8. The improvement in number of iterationBERSO

4. CONCLUSION

The power losses in the distribution network canréguced by having the optimal size of DG.
Since EPSO and PSO can give the same performariicaling the optimal size of DG, it shows that EPSO
can give superior results by having less iteraiod shorter computation time in solving the optatian
problem.

Besides that, PSO also has the possibility of b&iagped at certain value after certain amount of
iteration has been done. Thus, the concept of ctitigmeand selection in EPSO can avoid this problgm
selecting the survival particles to remain in thextniteration. Therefore, EPSO’s performance isesiop
than traditional PSO and can be used to solve diaeepsystem optimization problem.
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