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1. INTRODUCTION

Artificial Bee Colony (ABC) is one of the most redly defined algorithms by Dervis Karaboga in
2005, motivated by the intelligent behavior of hprigees [2, 10]. It is as simple as Particle swarm
optimization (PSO) and Differential evolution (DE)gorithms, Genetic Algorithm (GA)[1], biogeography
based optimization (BBO), and uses only common robmarameters such as colony size and maximum
cycle number. ABC as an optimization tool, providespopulation-based search procedure in which
individuals called foods positions are modifiedthg artificial bees with time and the bee's aitwidiscover
the places of food sources with high nectar ameaund finally the one with the highest nectar. In ABC
system, artificial bees fly around in a multidimiemsl search space and some (employed and onlbeles)
choose food sources depending on the experiendbenfiselves and their nest mates, and adjust their
positions. Once all onlookers have selected floeid sources, each of them determines a new neigttp
food source of its selected food source and corsptgenectar amount. Providing that this amourtigher
than that of the previous one, and then the beearizes the new position and forgets the old onee Th
employed bee becomes a scout bee when the foodesaich is exhausted by the employed and onlooker
bees is assigned as abandoned. In other wordsyyifsalution cannot be improved further through a
predetermined number of cycles which is calledtliparameter, the food source is assigned as ardabad
source and employed bee of that source becomesuh Bee. Thus, ABC system combines local search
methods, carried out by employed and onlooker beis global search methods, managed by onlookeds a
scouts, attempting to balance exploration and dtgpion process. Also, Karaboga and Basturk have
compared the performance of the ABC algorithm vather works such as GA, DE and PSO methods on
unconstrained problems[3]. Although, ABC is a rsfhieasy and flexible algorithm, but similar to eath
evolutionary algorithm have some challenges anttlpros. For example, accelerating of convergencedspe
is one of the important goal in ABC research. Botivergence speed of this method is typically staiven
those of representative population-based algorithiidd. Some researchers find application of ABC
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algorithm to solve hard problems and clustering. Mansour, B. Asadyand N. Gupta in2011[12]
introduceda novel iteration method by using ABC algorithm gmive hard problems. D. Karaboga C.
Ozturkin in 2010[13]applied the ABC algorithm fuzzy clustering to cifsdifferent data sats: Cance
Diabetes,and Heart from UCI database, a ction of classification benchmark probler G. Wei-feng , L.
San-yang in 2011[14ptroduced the new search mechanism together Wéltptoposed initialization mak
up the modified ABC, which excludes the probahdiselection scheme and scout bee e. They proposed
the new search mechanism which introduces the tsadegrobability P to balance the exploration oé
solution search equation:

vy =2y + 6y (2 — 2g) 1)

%5 is a random number betwee-1, 1] and the exploitation of thmodified solution search

where
equation:

Vij = Zpgaej T I?:'_;l' [Z?'«_;l' - Zr»-_;l'jl )

where the indicedi and™z are mutually exclusive integers randomly choseomf 1,2, ...,1, and
different from the base index Xsst is the best individual vector with tHeest fitness in the curre

population and’ = 1.2,....1  and randomly chosen indexes. Their idea, the swiigearch dominateby
Eq.1 is random enough for exploration. In other dgorthe solution search equation described by &

good at exploratiomut poor at exploitation. However, according toZdn ABC, Yij can drive the new
candidate solution only around the best solutiothef previous iteration. Therefore, the proposddtiem
search equation described by Eq.2 can increase exploitation of ABC. With some example, we sh
convergence speed of this method is slow. In tligkywwe introduce modified ABC (MABC) method thal
faster than ABC algorithm by adding some limitatidio ABC algorithm respect to convergency. In
section 2, ABC algorithm summarize. In section 3, B2 algorithm for improve ABC algorithm present
find global optimal solution of optimization prolfs. Then computing tin (convergence speed) of t
MABC and ABC algorithms compared in section 4. Ry, conclusion shows in the last sect

2. ARTIFICIAL BEE COLONY ALGORITHM
In the ABC model, the colony consist three grouplsees: employed bei onlookers and scouts.

the ABC algorithm, the number of employed t is equal to the number of foedurces which is also eqt
to the number obnlooker bees. There is only one employed beedoh éood source who first position is
randomly generated. At each iteration of the atham eachemployed bee determines a new neighba
food source of its currentlgssociated food source and computes the nectarrdrabthis new foo source
by Equation (1). fithe nectar amount of tt new food source is higher than that of its curseaisociate:
food sourcethen this employed bee moves to this nood source, otherwise it contini with the old one.
After all employed bees complete the search prodbss share the information about their food sout
with onlooker bees. Amnlooker bee evaluates the nectar information tgkem all employed ber and
chooses a food source with a probability relatedstoectar amou by Equation:

_fit
it 3)

where fit; is the fitness value of the solution i which is podional to th nectar amount of the
food source in the position i ani is the number ofood sources which is equal to the numbeemployed
bees. This methoknown as roulette wheel selection method, provioetter candidates to he a greater
chance of being selected. Once all onlookers heleeted the food sources, each tifem determines a new
neighboring food source of itselected food source and computes it's nectar at Providing that this
amount is higher than that of the previous one,thrd the bee memorizes the new position and fere
old one. Theemployed bee becomes a scout bee when the foodesatich is exhausted by the emplo
and onlooker bees is assigned as abandoned. In wthés, if any solution cannot be improved furt
through a predetermined number of cycles whictaled limit parameter, the food source is assigned &
abandoned source and employed bee of that souomnies a scout bee. In that position, scout gers
randomly a new solution by Equati
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z,i"j = +rend(0, 1)(z;max"j — zymin'j ) 4)

where j is determined randomly which is differemtnfi i andassume that zi is the abandoned so

andi = L.2,...,D. where D is the solution vector, the scout discowersew food source which will
replaced with zi. The employed bee whose food sobhas been abandoned becomes a scout and st
search for fnding a new food source. Onlookers watch the daotemployed bees and choose food sou
depending on danceBased on the above explanation of initializing élhgorithm population, employed b
phase, probabilistic selection scheme, onlookergheee and scout bee phase, the ps-code of the ABC
algorithm is given bellow:

2 .1. Algorithm .1 (Abc Algorithm)

01. Initialize population with random solutio

02. Evaluate fitness of the populati

03. While (stopping criterion not met) Forming npegulation.

04. Select sites for neighborhood sez

05. Recruit bees for selected sites (more bedsefsirsites) and evaluate fitnes

06. Select the fittest bee from each pe

07. Assign remaining bees to search randomly aatiiate their fithesse

08. End While.

In first step, the algorithm starts with the scbages (n) being placed randomly in the search s
In step 2, the fithesses of the sites visited leysttout bees are evaluated. In step 4, bees thatima highes
fithesses are chosas "selected bees" and sites visited by theralagen for neighborhood search. Ther
steps 5 and 6, the algorithm conducts searchdgindighborhood of the selected sites, assigning imees
to search near to the best sites. The bees camoken directly according to the fitnesses associatitil tive
sites they are visiting. Alternatively, the fithesdues are used to determine the probability efttbes bein
selected. Searches in the neighborhood of theditest which represent more prising solutions are mac
more detailed by recruiting more bees to follownthhan the other selected bees. Together with isgp!
this differential recruitment is a key operationtioé bees algorithm. However, in step 6, for eaachponly
the bee withthe highest fitness will be selected to form thetieee population. In nature, there is no su
restriction. This restriction is introduced heoeréduce the number of points to be explored. ép 3t the
remaining bees in the population are ased randomly around the search space scouting ferpotential
solutions. These steps are repeated until a stgppiterion is met. At the end of each iteratidm tolony
will have two parts to its new population, thosattivere the fittest represetives from a patch and tho
that have been sent out randot

3. THEMODIFICATION OF ABC ALGORITHM (MABC)
Consider the optimization hard problem as follc

min fx), x = (x1,%200,X,) € BT
Where domains of variables defined by their lowed apper bound
Ib; < x; = ub;

By modify the ABC algorithm(MABC), we obtain theeration method to find global optim
solution of given hard problem that convergencesdps faster than ABC algorithm, with respect toitaary
accuracy. In MABC same as ABC algorithm, the posicf a food source represents a possible solutic
the optimization problem and the nectar amount fifoal source corresponds to the quality (fithesshe
associated solution. The number of the employed lmeethe onlooker bees is equal to the numtf
solutions in the population. At the first step, MABC generates a randomly distributed initial plapion P
of n solutions (food source positions), where n ades the size of population. Each solul

xi(i = 1,2,..,n) is a Ddimensional vector. Here, lis the number of optimization parameters.
added two limitations to ABC algorithm, one limitat for changing initial interval that includes stibn to
obtain small size interval near to global optimaluson as possible and one limitation for corgence
condition with respect to arbitrary accuracy. Distaf MABC algorithm are as follow

The modify version ofrtificial bee colony algorithm to solve regbtimization problen (Mansouri P.)
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3.1 Algorithm 2.( MABC Algorithm)
01. Initialize the population of optimal solutiorX; = C¥is) Xjas v Xim) ER™. et ™ T

epresent thée *® food source inhe population, and each food source is generafedBL algorithm as
follows:

Xij = Xpming + rand[ﬂ,l](xmﬂ}-—xmm}-), i=12,..n

02. Construct initial employed bee colony solutitwsusing greedy randomized, adaptive search ¢
heuristic (GRAH),

03.Each employed bee goes to a food source imemory and determines a neighbor source,
evaluates its nectar amount and dances in thedviak(ate fithess value for each b

04. 1=0(number of iteratio

05. Repeat,.Until N=Employed E

06. N=0,

07. Repeat, Until I=MaxCycls

08. Each onlooker atches the dance of employed bees and choosed tmarcsources dependir
on the dances, and then goes to that source. BReosing a neighbor around that, she evaluates i
nectar amount.

09.For each bee employed, replace initial lower@by upper(ub) bounds to closer bounds
optimal solution as follows:

10. If  the values of optimization problem in tlest food source in iteration i and

(1< i << Maxiteration ) get close togeth
11 Then, we can say, by replacing initial lowel and upper(ub) bounds of sources to smaller size:
and closer to optimal solution as possible as falg,

if ({Cvcle = Dand (GlobalMins = last GlobalMins)),

GlobalMins = last GlobalMins,
b =1b— abs(05 —rand),
ub = ub + abs(0.5 —rand),
if(lb < initial lb),1b = initial lb;if{ub > initial ub), ub = initial ub,

Thus, domain of search will be smaller econsequently convergence speed of MABC method
be faster. Last limitation guarantees that, wetdoase convergence's domi

12. Else, I=1+1.

13. N=N+1.

14. Abandoned food sources are determined anceplaced with new food sources discovery
scouts. The best food source found so far is mg@d{ best feasible onlooker found and replace ndtht
solution)

15. Check how much these food sources are neastddiod source( with arbitrary accura

16. If GlobalMins(k+1-GlobalMins(k) <= 1.&7*

17. Then, GlobalMin= GlobalMins(Cyclel = k = Maxcycles, ==Le™, t>>1,

18. UNTIL (requirements are r

where GlobalMin is values of optimization problémrbest value of sourct

By using ABC algorithm, a randomly distributed iaitpopulation (initial radom value of global
optimal solution) is generated. After that, thepplation is subjected to repeat the iteration & $earct
processes of the employed, onlooker and scout tespectively. Find the best feasible onlooker, aeg
with the best solinn. Since the ABC algorithm is one of the convexgeiterative method, then in cyclk

and k+1 (1= k << MaxCycle), during of the search processes, initial bound uatierof the paramete
(parameters relate to optimized) was reduce small size as possible. With respect to convergebg

increasing lower and decreasing upper boL [.Ib}-,ub}-], that includes the paramet¥j- the optimal
solution obtained as follows:
GlobalParams(k,j) + ub;

templ= ub, tempZ:Il;lJI,bl}' - 2
GlobalParams(k,j) + 1b;
b1, = - ,

wherethe GlobalParams (k,j) is the best solution in €yc
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Ibl; < Globalparams(k,j< ubl.

GlobalParams(1,j)= , j=1,2,...n (= k<< MaxCycles)nd

Ib1; and ubl; are lower and upper bounds of x; respectively.

ub = max{ubl), b = min(lb1). Itis clear that b = Ibl; < ubl; = u;.

if templ = ub then ub = ub — abs{0.5 — rand),

and

if temp2 = 1b,thenlb = b+ abs(0.5—7rand), So that, if the solution in cyc

k(1=< k = MaxCycles nhas been close to global optimal solution and fyatis convergenc:

condition with arbitrary accuracy . fellows:
|FU 0 (x) — FR(x)| = & and (ub —1b) < &,

Initil bounds of the parameters (parameters relate to optimized jreduced to
smaller sizess possible and global optimal solution founded fimally algorithm terminates. In the ne

section, we illustrate the modify version of AB@atlithm (MABC) and show that converges speel
MABC algorithm is faster than ABC algorith

4. THE EXAMPLES

In this section, some examples are propose tariites MABC algorithm and compares with AE
algorithm. Also we compare MABC in this paper ando@ algorithm that introduced by W.Gao in 2!
[13]. In order to, we consider the four scalabladhmark functions as shown in folloy

Table 1. Benchmark functions

Benchmark Functions search range Min optimal
function solution
Ji]
> [+ - 10cosf2mx; + 10]]
Rastrigin i=1 [-185] 0
1 D D
mry e | (GO R
1 v
Griwank 4000 i=1 i=1 i [600,600] 0
Rosenbrock Z,(i = 1)'DEC[100(xi"2 - x,(i+ 1)) 2+ 2(1 - x,i)2"2 2 [1515] 0
D
]
Sphere i=1 [-15,15]

We obtain global minimum values of above benchnfianictions by using MABC algorithm and AE
algorithm same as Table2(D=

Table 2: Comparative results of performance MABC and ABQéthms

Optimization MABC ABC Iteratic
function
Rastrigin 1.049¢5 2.704878- K
Griewank 3.38547e-8 2.12422e-3 30
Rosenbrock 6.883-3 1.4116- K
Sphere 1.244-9 2.638084- K

As table 2. shows, results of MABC method is dretihan ABC( Figures-4).

The modify version ofrtificial bee colony algorithm to solve regbtimization problen (Mansouri P.)
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Globaltin-rastrigin

Cormparison MABC and ABC algorithms

MABC
= ——ARE

1
10 15 20
cycles

25 30

Figure 1. Compare results of MABC and ABC algoritham optimization problem Rastrigin.

GlobalMin-griewank

Cornparison MABC and ABC algorithms

MABC
———ABC

1
10 15 20

cycles

25 30

Figure 2. Compare results of MABC and ABC algorithom optimization problem Griewank.

GlobalMin-rosenbrock

Comparison MABC and ABC algorithm

— MAEBC
———ABC

L
10 15 20
cycles

25 30

Figure 3. Compare results of MABC and ABC alduris on optimization problem Resonberge .
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Cornparison MABC and ABC algorithms
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Figure 4.Compare results of MABC and ABC algorithms on ojtation problem Sphet

Comparisonof proposed algorithm, ABC algorithm and Gao's atgm by using benchmai
functions of Table.1 when Dim=30 is as follo

Table 3.Comparative results of performance MABC, ABC and&algorithm

Optimization (MABC, Iteration) (BC.,lteration) (Gao,lteration) C
function

Rastrigin (1.04961%-2e+3) (1, 3e+15) (0, 8e+4)

Griewank (4.10783e15, 2e+3) (1l.e-5, 12e+14) (116, 12e+14) 30

Rosenbrock (7.04-1900) (7.93e-1, 2e+10) (1.73¢2) 30

Sphere (2.7326087, 2133) (4.17e-16, 4e+5) (9.438; 15e+0t 30

5. CONCLUSION

The capability of the ABC algorithm for hard optiration problems wi investigated through tr
performance of several experiments on -known test problems. In this papeve present an improve
ABC algorithm withadding some limitations. when onlookers chose foest source(best soluti in i cycle

(1 =1 << MaxCycle ) by some modifications, the MAE algorithm replace initial bounds of optirr
solution to smaller sizes as pdse and convergence speed of algorithm will be incred¢e solved son
well known hard problems. Result of comparison @gence speed betwe our algorithm and ABC
algorithm at the same iteration time, at the T¢ 3 and 4 show our algorithm is far and then, complexity
is less than thé\BC algorithm. Also comparison of our algorithm WwiGao’s algorithn with respect to
accuracy of solution shows our algorithm is fastaw. it ic better, instead of ABC algorithm, we choc
MABC algorithm to solvinghard problems.
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