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Visual surveillance has two major steps of detgctind recognizing moving
objects. In the detection stage, moving objectstrbesdetected as quickly
and accurately as possible and the influence ofr@mwental light changes
and waving trees should be reduced. In this reBearslock-based method
isintroduced in HSV color space in the detectiaygst This method did not

scan all the pixels of the frame and acted we#iinations like sudden light

changes. A powerful pattern recognition system khcwave powerful
Keyword: feature extraction and classification. Note thagtdéire extraction in gray
level or RGB color space has problems such as emagotal light changes,
adding noise or changes in contrast and sharpriéssages, which lead to
weak classification. So the HSV color space waglustere, Block-based
Improved Center Symmetric Local Binary Pattern isodticed for feature
extraction. In each component of the HSV color spaoformation of
highlight areas in the image such as edge, shapgesame texture was
extracted. The histogram was calculated in twolldtecks and Support
Vector Machine was used for classifying into vedscl motorcycles and
pedestrians. The obtained results in increasingetieetion accuracy and
decreasing the spent time were satisfactory.

Moving object detection
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1. INTRODUCTION

Visual surveillance is one of the major researghic® and has two major steps: detection and
recognition of moving objects. Detection speed awduracy are of major importance. In other words,
moving objects must be detected as quickly and rately as possible. Therefore, changes like
environmental light and undesired movements likeimgtrees must have the least impact on the acgura
rate. In this research, a block-based method wead irs HSV color space. The examination of powerful
pattern recognition systems reveals that, in otdenave a powerful pattern recognition system, pawe
feature extraction and good classification shoutikte In other words, if there is a powerful patter
recognition system, but classification acts weastyvice versa, the performance of pattern recommiti
systems is not acceptable. The performance ofybem can be guaranteed if both feature extracimh
classification act powerfully. It means that featwxtraction and classification parts are compldargn
Feature extraction system must extract featurebaothe classification system has the lowest emat in
situations like environmental light changes, noisedges or changes in the contrast and sharpness of
images.

In this article, a Block-based Improved Centre Sytrio Local Binary Pattern method
(B_ICS_LBP) was introduced for feature extractidhis method was used in HSV color space. Also, two-
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level blocks were used to increase the performantee system. Using HSV color space had a largean
on the system performance in noised images. Alagp&t Vector Machine (SVM) was used for
classification.

Three main approaches in the detection and segtimmtaf moving objects include frame
differences, background subtraction and opticalvfl@-5]. In frame differences, differences betweemm
consecutive frames are computed and pixels withirttemsity higher than a threshold are considesetha
moving area. In background subtraction, the movegjons are the image differences between the rurre
image and background image in a pixel to pixel maahel background image is updated every momens. Thi
approach is strongly sensitive to environmentaihgea such as changes in light intensity and atnesgph
conditions (wind effect on trees). Another methedoi use optical flow, which is calculated for epikel in
each frame and is considered for decision [4-7is Tiethod is more time consuming than the prevines.

All three above-mentioned methods are pixel based.

Adaptive motion histogram method uses histogrammofion flow which has acceptable results in
eliminating waving trees but is very time consumiig§ Background subtraction and temporal analysis
method combines temporal image analysis with areefee background image, which results in good
detection but not good in eliminating waving trd@kThe most important point about the separatién o
moving region from dynamic background is to consitie features of moving region and backgroundimage
[1]. It should be considered that calculated framesin RGB color space and should be convertegtayp
level for processing. Note that, previous methodsevsensitive to drastic and sudden changes df Kdéo,
considering that the impact of changes in the H8Mrcspace is less, the component V was used in HSV
color space in this research. Moreover, in dynaamd complex background, there are non-arbitrary
movements such as trees. In most vehicle deteatiethods, they can not be completely removed. The
purpose of this paper was to present a new methsddbon the block in HSV color space. It resulted i
increasing the accuracy of desired areas and remgawin- desired areas (trees).

In feature extraction, Local Orientation Coding €is used to extract edge information which
depends on edges and acts weakly in images witatizar in sharpness [8]. Standard Principal Comptse
Analysis (PCA) is used to extract features, whilsénsitive to pose changes and illumination chaf@je
Histogram of Oriented Gradients (HOG) is consideasdone of the popular feature extraction methods
which is very time consuming and is sensitive irsed images [10-14]. Local Binary Pattern (LBPie of
the useful methods but it has large computatiopats [15-19]. SOM & K-means [20] and neural network
based method [21] were used in classification lpartHOG based method [19] has better results iectien
accuracy rate but is time consuming.

2. RESEARCH METHOD

The proposed method had two major steps of deteetiw classification. In the detection stage,
moving objects must be detected as quickly andrately as possible because speed and accuracy have
important roles in visual surveillance systems, thainfluence of environmental light changes araing
trees should be reduced. In this research a blaskémethod was used in HSV color space in thetitaie
stage. This method did not scan all the pixelshef frame and acted well in situations like suddght|
changes. The examination of powerful pattern reitimgnsystems, show that in order to have a powerfu
pattern recognition system, powerful feature extoacand good classification are necessary. Sockdlo
based Improved Center Symmetric Local Binary Pattéd ICS LBP) was introduced for feature
extraction.The features of the images were extdagging the proposed method. In each componeriteof t
HSV color space, information of highlight areastlwe image such as edge, shape and some texture was
extracted, and then the histogram was calculatevinlevel blocks and after a good feature extoatti
Support Vector Machine was used for classifying wthicles, motorcycles and pedestrians.

2.1. Moving Object Detection

In this research, a method was proposed for dete@nd segmentation of moving vehicles in
environments with relatively extreme changes ihtlignd with dynamic background. This method obthine
better results in comparison with the previous méth In this research, a block-based method was fase
motion detection in which component V of the HS\ozspace was used.

2.1.1. The advantage of using a block-based method

In frames in which there are non-desired areastiges, a number of methods such as determining
size, direction and so on must be used. In additiomeing time consuming, the results are not fdssn
theblock-based method, the average of non-desireaksehas few changes. So, it is the most apprepriat
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measure for eliminating these areas. Mecile, due to not scanning the whole image pixelgytlact
efficiently.

2.1.2. The proposed algorithm for detection
A block-based method was used for detecting moving vehistgsh used component V of tl
HSV color space. Considéy, as thenth frame andy; as thath block in framer,;;
1- Split the given frame into blocks of 8, each block containing 64 pixels.
2- Extract feature in each 8x8 block, select 8 pigsleong 64 pixels according to Fi-a and calculate
the average of the selected pixels usin¢ fact, 12.5% of pixels are calculated in a bl

G

a b

a) b)

Figure 1.Selecting pixel a) Selecting 8 pixels of 64 pixels 8¢lecting 4 pixels of 16 pixe

3- Classify 88 block in comparison with the corresponding blackhe previous frame. First, tl
difference between the results of the featureb®tbrresponding blocks was calculated in fran
and n-1. The comparison of the result with the threshadutted inthree states as follov 1-
moving area, 2he combination of moving and r-moving (the suspect) aree-non-moving area.

0 if|mbi—mbi_1|<t1
Op; =11 iflmy,, —m,. | >t2 1
L -
MOy, £lm b | €y
x otherwise

where ‘mo’ indicates moving pixels and ‘m’ is theegageof selected pixels in block; (according

to Fig. 1a). Also ‘t1’ and ‘t2’" are thresholds and ‘X’ in@ites the suspect ar

Go to the next block if this block becomes movingnor-moving. But, if it becomes the susp

area, 8x8 block should be splito 4 blocks of 4x4.

5- Each 4x4 block contains 16 pixels. First selecb#lp among 16 pixels of two consecutive frar
according to Fig 1.b and then calculate the averdgbe selected pixels using 1. In fact, 25%
pixels are calculated in a block. 1 comparison of the result with the threshold resuite three
states as follows:roving area, -the combination of moving and naneving (the suspect) aree-
non-moving area.

4

6- Go to the next step if this block becomes movingan-moving. Otherwise, tt 4x4 block must be
split into 4 blocks oPx2,
7- In 2x2 block, first, extract the features of theodi; so the average of all 4 pixels of -

corresponding blocks is calculated in two conseeufiames. Using 2 and the comparison of
result with the theshold, two states are obtair 1-moving area, 2- nomoving are¢
0 ifimp, —m,, | <tl

moy, = f| b; bz—1| (2)
1 Lf|mbl. - mbi_1| > t2

2.2. Moving Object Recognition

In the detection stage, imoving areas were detected. Note that, most neisels as waving tree
or light changes were eliminated in the proposeedai®n stage. So, there is not much for eliminatiat
first, the minimum rectangle of each moving areautth be obtained. Then,ithout considering the size
the area, the feature of the area was extract&l byS LBP proposed method. And, finally, SVM wasd
for classification. SVM was used at two stagesstiimoving areas were classified into vehicles aoc-
vehicles, themsing the second SVM, n-vehicles were classified into motorcycles and petdes
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2.2.1. Obtaining Minimum Rectangle

First, the size of the area was obtained. Consigedtie size and distance between the camer:
the moving area, possible noisremaining from the first stage can be also elirddafThen, the area w
labeled and the minimum rectangle was obta

2.2.2. Feature Extraction

The proposed method for feature extraction was B_IBP, which was used in H¢ color space.
Standard LBRprovided detailed texture information which randemm O to 255 and had large computatio
space. B_ICS _LBP provided information of highligireas in the image such as edge, shape and
textures which ranged from O to 15 and had lespetational sace than standard LE

LBP is a texture descriptor which provides feathigtogram of a texture. The standard versio

the LBP acquires the feature of a pixel in the -neighborhood of each pixel with the value of thetca
pixel. Let g be the cetmal pixel and ; (i =0, 1,... ,7) the value of each surrounding pixethe gray level. |
g is smaller than gthe binary result is set ‘0’, otherwise, it is ‘1. All the results were set to «bit binary
value. The calculations are shown in F2.

44 51 23 1 1 0
Applying

75 40 12 ﬁ o 1 0
Threshold

18 || 65 |} 20 ilo 1] o
Binary code: 10100011

Figure 2. Basic LBP operator

Consider LBR, as the feature of a central pixel, whe'p’ is the number of neighbors a'r’ is the
radius of the circle made by the neighbors. ,, was calculated as follows:

P-1 _ 1 ifx=0
LBR, = ) S (gi—g X2, 8 ()= ®)
i=0 0 otherwise

2.2.3. The Proposed B_ICS LBP Method

As mentioned before, standard LBP was at gray landlranged from 0 to 255 which needed la
computational spac B_ICS LBP ran at two levelFirst, Improved Center Symmetric Local Bine
Pattern(ICS_LBP) extractedhe features; then, the resultimage was divided into blocks at two leve
Instead of comaring each pixel with the central pixel, ICS_LBRmgmared two symmetric pixels. Lg. be
the central pixel and; (i = 0, 1,... ,7)the value of each surrounding pixel in each compboéHSV color
space. According to Fig., 3here were four pairs of symmetric pixels. Fithg difference between the t
pairs of pixels was calculated. Then, the resuls dizided by the maximum of this pair of pixels.eTtinal
result was compared with a threshold. If the firmsult was maller than the threshold, the binary result '
set to ‘0’, otherwise, it was set t'1'. All the results were set to a it binary value. The result wasbit
instead of &it and ranged from 0 to 15, instead of O to 25%jke the standard LBP. In ctrast, in
CS_LBP, only the difference between pairs of symimetixels was calculated. Fig3 demonstrate the
ICS_LBP.

3

E |9i — Gisal :
ICS_LBP,, = S, | ——— | x 2!
R - ? (Max(gi=gi+4)

i=

1 ifx=t

S, (x) :}

0 otherwise

Figure 3.ICS_LBP operator calculaticwith p=8 (number of neighborahd r=1 (radius of the circl
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Consider ICS_LBP as the eature of a central pixel each component of HSV color sp, where
‘p’and ‘r' are the number of neighbors and the radius of the eéimbde by the neighby, respectively.
ICS_LBR,was calculated as follow

1 ifx>t

5_1 |gi—g‘ P
_ 2 S i+
ICS_LBP,, = Y2, S,

2

0 otherwise

—> x 2!, 5, (X)={ C)

Mﬂx(éii,g. P
itz

Figure 4.“a” is the original image, “b” is the standard LBRage in gra-level, “c” is the standard CS_LE
image in gray-level, “d”, “@and “f” are proposed ICS_LBP images in H,S and V compbagthe HSV
color space, respectivelydges in ICS_LBP are more wrate and transparent in comparison with stan
LBP and CS_LBP.

According to the characteristics of the image invH®lor space, H, S and V components of H
color space were used which wHue, SaturationandValue respectively. In each component of HSV cc
space, ICS_LBP was calculated for all pixels. ¥gs’ values were replaced with ICS_LBP, the reswaltld
be ICS_LBP image. Fig. d-is the original image4-b is the standard LBP image at gray le¥-c is the
standard CS_LBP image at gray level i4-d,4-e and 4-are the proposed ICS_LBP image in H,S an
component in HSV color space, respectively. Thaiokd results showed that the desired edges inLUBS
were more accurate and transparent in coison with standard LBP and CS_LBP.

2.2.4. Extracting Features

First, the ICS_LBP was calculated for all images. Aentioned before, it ranged from 0 tol5
other words, there were 16 binary patterns in eawhponent of HSV color space. Then, theculated
ICS_LBP was divided into blocks in two stages with@onsidering the size of the image. And,
histogram of each block was calculated, which walled B_ICS_LBP. At the first stage of divisionar
blocks, the ICS_LBP image was divided intcows and 2 columns without considering the sizéhefiinage
(Fig. 5. Therefore, 4 equal blocks were obtained in eaxhponent of HSV color space. So, there were
blocks in the whole HSV color space. At the secstadje of division into blocks, the It_LBP image was
divided into 4 rows and 4 columns (F5). So, 16 equal blocks were obtained in each compoof HSV
color space and there were 3x16 blocks in the wH&8¥ color space. Totally, 60 blocks were obtained
the histogram of each block wcalculated. Because the range of histogram wasee#it® and 15, the
were 16x60 features for each ime¢

2.2.5. Classification

In order to have a high accuracy rate in pattenogeition systems, both feature extraction
classification systems must work as well as possiREesults should be classified into three clasassscles,
motorcycles and pedestrians. two SupportVector Machines were used for classification. Uding first
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SVM, moving areas were classified into vehicles aor-vehicles, then using the second SVM, -vehicles
were classified into motorcycles and pedestriansthis research, a linear kernel ftion was used and
Sequential Minimal Optimization method (SMO) wasdi$or finding the separating hyper ple

Figure 5.ICS_LBP ranges from 0 to 15. Therefore there wlllié binary patterns in each componer
HSV color space. ICS_LBP is dividedo blocks in two stages. At the first stage, ICS_LiBiage is dividec
into 2 rows and 2 columns, and at the second st&&e,LBP image is divided into 4 rows and 4 colun
Totally 60 blocks will be obtained and the histagraf each block will be calculed which was calle
B_ICS_LBP.

3. RESULTSAND ANALYSIS

In the detection stage, the proposed method waspaced with the two following method
adaptive motion histogram [Hnd thebackground subtraction and tempanalysis[2. In the recognition
stage, the moving objects veeclassified into three class vehicle, motorcycle and pedestrian and w
compared withHOG an8VM based methc [20], SOM and K-means methd@l], Neural Network based
method [22].

3.1. Results of the Detection Stage

In Fig. 6 two blocks were chosen in two consecutive fraarad there were changes in these
consecutive frames. The amount of changes in temge of selected pixels of component V in two kdos
shown in Fig. 6 The amount of changes was used for decion moving pixels and eliminating the wavi
trees.Using this method has great impact on detectioedpBecausthere is no need for extra process
images in order to eliminate waving tre

In Fig. 7, the result is shown in sudden light chai, which Fig. 7-as an original fram, Fig. 7-b is
the result of background subtraction and tempanalysis method [2] in gray level, aiFig. 7-c shows the
result using HSV color spaceith proposed methodt shows that, using HSV color space, the ict of
sudden light changes will be redutMoreover, In Fig. 8 the two mentiond methods and the propc
method are evaluated usingrbwhich TP is the amount of moving pixels that has been ctiyreletected a
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vehicles and'N is the amount of pixels at must be detected as moving, but has not beectddt In othe
words, it is the amount of pixels of moving vehittet has been detected as background. /P is the
amount of pixels that has been wrongly detected a®ving vehicle Results of ppposed method implie
that detectedshapes are complete in ccarison with both above mentioned methods. Adaptive om
histogram [1]Jand proposed method has less False Positive (wargeg) but proposed method reduces
execution time in comparisonmith adaptive motion histogra Also, in Table 1, the average execution ti
for each frame and detection accuracy using thpgsed method, adaptive motion histogram methodrjdl
the combination of temporal analysis and backgrauigtraction [2] areiven.Alsothe frames are 2:x320
pixels. Executions were done in MLAB using a computer with the CPU2f5Hz and RAM of 1 (. Due
to not scanning the whole image, proposed methtdualces the average detection ti

Figure 6.Amount of changes in the aage of selected pixels of component V in two blcof consecutive
frames.

c

Figure 7.Moving vehicle in sudden light changes, “a” is amig image, “b” is moving vehic without using
HSV color space‘c” is moving vehicle withusing HSV color spa.

_TP
Result ="/ rp 4+ pn + Fpy ®)

Table 1.Average time and detection accuracy in detectiagestising proposed method, adaptive mc
histogram method [land Background subtraction and temporal analygthod 2]. Considering theframes
are 240820 pixels. Executions were done in MLAB using a computer with the CPU of 2 Gl
and RAM of 1 G.

Method Average Time (s) Accuracy (%
Proposed meth¢ 0.2547 78.4
Adaptive motion histogra 0.6592 69.3
Background subtraction and temporal ana 0.4014 57.6
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Figure 8. TP, TNandFR#e shown in Green, Blue and Red, respeci, “a” is original image, “b” is
background subtraction and temporal anal “c” is adaptive motion histogram afid” is proposed method

3.2. Results of the Recognition Stage

As mentioned before, different data sets in différsituations were used and the results v
classified into three classes: vehicles, motorcyeled pedestrians. Classification accuracy in laality and
noisy data sets in comparison with existingorithms were satisfactory. Proposed methcas compared
with HOG andSVM based methc [20], SOM and K-means method [21], NeulNdtwork based method
[22]. In Fig 9some classified samples are shown anTable 2and Fig. 1&he classification accuracy
proposed method in comparison with mentioned metiaod showi

Table 2. Clasification accuracy using proposed mettHOG andSVM based methc[20], SOM and K-
means method [21], Neuraklvork based methi[22], which were classified into: vehicles, motorigs
and pedestrians.

Methoc Classification Accuracy (%
Vehicles Motorcycles Pedestrians
Proposed methe 98.8 96.8 96.4
HOG/SVM based metht 97.3 95.9 95.2
SOM & K mean 95.8 94.2 93.4
NN based methc 95.2 94.0 92.7

Note that the classification accuracy of proposedhod and HOG based method are higher
other methods. Andamentioned before, HOG based methods are timeunung. f these two methods
(HOG based method and proposed met be compared in feature extractispeed, the proposed mett
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acts better than HOG method. Table 3 shows thet sipes for these two methods using a same pictutie w
the same size.

Table 3. Average feature extraction time in bothGlftased method [20] and the proposed method

Method Average Time (s)
Proposed method 0.11
HOG/SVM based method 0.23

B Proposed Method

m HOG/SVM based Method
SOM & K-means Method

B NN based Method

Vehicles Motorcyle Pedestrian

Figure10.Comparing classification accuracy usirgppsed method, HOG and SVM based method [20],
SOM and K-means method [21], Neural Network basethod [22].

4. CONCLUSION

Visual surveillance has two major steps: Detectiord Recognition of moving objects.In the
detection stage, a block-based method was proponge8V color space. According to the proposed metho
in some cases, instead of evaluating all pixels dflock, the selected pixels were evaluated. Utiig
method, some advantageswere achieved, like apptepaxecution time in comparison with previous
methods, increased accuracy of detection and sedgtimm of moving objects and reduced environment
impacts like waving trees and sudden light changes.

In the recognition stage, there were two majorstdffeature extraction and classification. If aie
them did not work properly, the performance of tigole system would be in trouble. Feature extractio
system must extract features so that the clasditasystem has the lowest error rate in situatitdkes
environmental light changes, noised images or ofmnig contrast and sharpness of images. Thus,
B_ICS_LBP was introduced for feature extractionahhiused HSV color space and was less sensitiveein t
above-mentioned situations. Moreover, SVM was deedlassification and the results were compareith wi
the existing algorithms. The results were satisfigct
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