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In most mechanized postal systems, envelopes amned based on the
postal standard using mechanical instruments. énstlandard format, the
image of envelopes lacks tilts, lines are alonghtezontal axis and words
are placed in a correct and non-obligue mannetthis article three new
algorithms for rotating, segmentation and Tendegziletters for
standardizing and increasing the quality of an Epehave been presented,
which can be used in all text identification systeas three successful pre-
processing algorithms. In the algorithm proposettets with any forms and
tilts during scanning were rotated and standardi@edpplying a simple two-
step algorithm based on what was written on thelepe without requiring
the calculation of tilt angle. After standardizatidche main regions of the

image were specified using the histogram infornmatidhen, in a simple
algorithm, the candidate points from the pixelsatedl to the text on the
envelope were selected and quality improvement t@ndlerization were
done on the main regions of the image. The advedtag the proposed
algorithm included No need for additional mechahieguipment, less
calculation, simplicity and consideration of theusture of words on the
envelope in all preprocessing phases.
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1. INTRODUCTION

With the progress of economy, growth of population increasing number of postal instruments,
traditional and manual postal systems are notiefftcanymore and it is required to replace new smdll
automatic systems. Mechanized post was propose# sihout 50 years ago in developed countries like
Japan, America, Germany and so on and it has mesd grogress thus far [1]. Current systems use a
mechanical separator for extracting postal adddes$his mechanical device removes the probability o
angular scan of letters [1]. The biggest problerdeéneloping the mechanical postal systems is massid
expensive instrument and irregular and untidy emittvords on an envelope. This default is obsernealli
text detection systems. In this paper, three d@sviof standardization (determining envelope edwed
rotation based on the status of words on the epeglcsegmentation and tenderization of letterschviaire
the main pre-processing phases, for solve thislgnolwvere examined. During these three procesgss, fi
the image was scanned without any limitations aras whanged to a standard format by applying the
proposed algorithm without any need for mecharecglipment. After standardizing the image, the epel
image was mainly divided to three regions of seratidress, recipient address and stamp using thgeima
histogram information. Finally, after determininguim regions, letter tenderization and quality inyenment
of these regions were conducted in order to prefiazeenvelope image for being entered into a letter

Journal homepage: http://iaesjournal.com/online/index.php/IJECE



384 O ISSN: 2088-8708

identification system. In a normal or standard glbsituation, envelope image lacks tilting and filbéd line
related to the addresses written on the envelopkig the horizontal axis. Also, words have aecrform
and lack any inversion [2-4]. Standardization, segtation and tenderization of letters are integral
components of all text identification systems [5-The existing algorithms usually detect the boupd#
scanned documents, calculate the angle betweebdhisdary and horizontal axis and rotate the imaigie

its negative angle. This process requires manyutzlons; since rotation is done without considgrihe
way texts are written on the documents, re-rotat®probably required in the following stages. het
proposed algorithm, there was no need for calagatine tilt angel of envelope for rotation and, dog¢he
consideration of addresses written on the envelapea®tation in the text identification phasesiid needed
while rotating. After this phase, the main regiaristhe standardized envelope image were extraateld a
letter tenderization was done on them. Most temzdédn algorithms attempt to recognize the compmpsin
components of the letter skeletons and then exthactetter skeleton by placing these componensidbe
each other. Two samples of this group of algorithwilsbe introduced below. In the algorithm of thiest
sample, first, a series of lines, curves and cldsegds is considered from the image of letters domh the
skeleton of letters is extracted by placing thesen§ beside each other [8]. In another sample]gorithm

is presented which defines some standard formgdelf and constitutes the skeleton of all theelettby
putting these forms by each other. Therefore, is dligorithm, some fixed forms should be extradtedn

the image of letters in order to obtain skeletotetiers by placing these images beside each f@hefrhere

is another group of algorithms which do not sedorhany special form in the letter image; they remo
extra pixels from letters and extract skeleton eifers; the proposed algorithm of this paper washis
group. Letter recognition and tenderization aldort usually extract structural features [10-13]. The
advantaged of the proposed algorithm included Nednér additional mechanical equipment, less
calculation, simplicity and consideration of theusture of words on the envelope in all preprocessi
phases. Moreover, the proposed tenderization dlhgorievealed weaker performance for the images with
high noise due to the predicted mechanized pogstés.

This paper is organized in the following way:

At first, the four corners of the envelope are detaed. Then, the kind of field line recognitiondan
the position of word contours in a specific line @axpressed. After that, the image standardizadimh
rotation algorithms are described in two phasesiaraje segmentation is expressed using the histogra
information of the image. Also, letter tenderizat@gorithm is explained. After that, the proposesthod is
evaluated and conclusion is offered based on thyegsed algorithm and its applications.

2. RESEARCH METHOD
The general phases of the proposed algorithm émdstrdizing envelope images are given in Fig. 1.

Scanning the envelope image

v
Determining four corners of the envelope

v

The first phase of rotation: removing tilting edgé€nvelope and converting the image td
either vertical or horizontal forms

v
Determining field lines and the upper and lowertoars of a selected word on the envelope

v
The second phase of rotation: final rotation comsidy the position of the lower counter

v
Segmenting the standard image and obtaining mginone

14
Letter tenderization and quality improvement infeeegion

v
The prepared image for being entered into addezsgynition algorithms

Figure 1. Standardization phases of the envelopgénbased on the proposed algorithm
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2.1. Determining the Envelope Boundary

In most methods, changes in the pixel intensityused for determining the boundary of the regions
in the image [14].

In this paper, the positions of the four cornershef envelope and its boundaries were obtained by
changing color intensity of pixels on the image.

If the equation related to the four edges of theetpe were obtained, the positions of four
envelope corners could be determined using thesetéon points of these lines. This was done altiogrto
the three steps shown in Fig.2.

Obtaining some points on each boundary of the epeel

v
Obtaining the edge line equat
v
Obtaining the intersection points of edge |

Figure 2. The required steps for obtaining the fmamers of the envelope

2.1.1. Selecting points of edges

The colors of image background and envelope wefferdnt from each other. Therefore, some
points could be easily selected on the boundarintehsity changes (edges) using the differenceotdrc
intensity of pixels. However, due to the dirty qragiue envelope edges, when intensity changes wgek u
for obtaining the position of points on the eddhe,obtained points might not be on the same Tihess, this
problem should be solved while obtaining the edige équation. Considering the dark color of backgrh
and white color of envelope, the diagram of intgnshanges was used for obtaining two points orritjte
and left edges of the envelope. If the diagramrmtsrisity changes were obtained for one line ofirtege,
the values on the right and left sides of this diagwould be zero, but they would turn toward 266rece.
Therefore, the position of value changes from 2er@00 and vice versa was selected as the pointeeon
right and left edges on the leftmost and rightnmsnts of the diagram. In Fig. 3a, a part of anedope is
depicted. For one of the lines of this image, tlagihm of intensity changes was obtained, as showdig.
3b. As demonstrated in the figure, the diagramligtl intensity changes around the points 259 artds9®@l
these points were considered the points on the aigdh left sides of the envelope.

This process was repeated several times for rigtlaft and top and bottom edges in order to

obtain several points on each edge.
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Figure 3. a) A part of envelope image scanned iakdique way; b) Diagram of intensity changes @& th
pixels related to one line of envelope image

2.1.2. Obtaining edge line equation

Using the points on each obtained edge, line eguatas made two by two; then, the slope of the
resulting equations was averaged using the gearaktaverage and the equation of average line was
obtained.

2.1.3. Obtaining the intersection of edges
To obtain the four corners of the envelope, thiofahg stages were followed:
[i] Obtaining top left corner: left boundary line arp tboundary line equations were equalized and
their intersection was obtained.
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[ii] Obtaining top right corner: right boundary line aog boundary line equations were equalized and
their intersection was obtained. Two other cormezee also obtained by this method.

2.2. The First phase of Rotation: Removing Envelop€ilt

If envelope image is considered as a tilted maitrishould be rotated, its tilt should be removed a
they should be turned to a correct form in thisgghd&ach line of the envelope image is transfelwednew
image; the only difference being that the lineshef new image lack any tilts. The lines of envelopages
are transferred from bottom to top to the new image

According to the governing rules on the equatioma straight line, if the position of two points &f
line is present, its equation can be obtained. Bpecimages have four corners and their positiorsew
obtained in phase 2.1. Using the address of lefbers on the top and bottom, the left boundary was
obtained; using the address of right corners ontdpeand bottom, the right boundary was obtaineereH
there were two lines which specified the edgesefanvelope. In Fig. 4, A and B red lines spedifjitrand
left boundaries of the envelope. The start was ftoenbottom of the envelope and, in each step,p@ints
were selected from the left and right boundary mheitging lines (A and B lines) (Fig. 4, the pointsos/n by
“*") and an equation was made by them (Fig. 4,lthe that connects two symbols of “*"). The obtain@e
was one of the rows in the initial image (obliqueage or tilted matrix). This row of the initial imga (the
obtained line) had an amount of slope or tilt, viahghould be removed in the final image. Therefafesr
obtaining the line, its path was scrolled in thd&iah image and the intensity of pixels on thisdinvas
transferred to a row in the new image. These twiatpanade a line equation. After obtaining the iite
path was scrolled on the initial image and therisity values on this line were transferred to a aivthe
new image. With each step, a row of the new image @reated. This process continued and, in eaph ste
two new points were selected from left and righe$ and the obtained line was transferred to ahigher
than the new image. The rows which were selecteh the initial image had some slope; however, when
these rows were transferred to a new image, thagesshould be removed. At the end of this phdse, t
envelope form was vertical or horizontal withouy ditts.

It is easy to detect the horizontal or verticalippos of the envelope since it is a rectangle.dotf
the histogram produced from the intensity of woirce[s can be used for identifying the vertical orikontal
orientation of the field line.

Figure 4. Image of a tilted envelope, the left agtit boundaries of which were identified, and tpaints
were selected on these two boundaries using symbol

2.3. Recognizing Field Line and Words’ Upper and Lwer Contours

If a histogram is produced using the intensity ofdavpixels, the components of the total histogram
make a curve. If the cure is divided into two pdrten the minimum point which shows the positiontloé
field line of the word, the top of the word (topntour) would have a larger range compared withbibtéom
(bottom contours). This issue in indicated in Eg.

In this phase, a box of the image was selecteds bk should contain at least one word. The
sender address is usually written in the middléhefenvelope. Thus, this is a good place for ttsitioo of
the selected box. In the selected box, if the ¢aigom of texts is vertical, the intensity of pigedre summed
for all the columns of the selected box in ordemi@ke a vertical histogram by placing the sum tdrisities
beside each other; if the orientation of textsdszontal, the intensity of pixels are summed foe &ll rows
of the selected box in order to make a horizontstiogram by placing the sum of intensities besidehe
other [2], [15]. If there are several lines in thadected box, several curves are formed in thedpiat [3].
The points identified as the minimum points areftblel lines related to the lines inside the box.
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The existing curve in the histogram was divide® itwto parts from the minimum point; and the left
and right ranges could be used for continuing tloegss. The smallest point of the histogram wasted!to
the field line of the largest line of the selectaak. Smaller and larger ranges showed the positidngord
bottom and top, respectively. The output of thigtise was used in the second phase of rotationti(®e2-
4). Fig. 6 demonstrates a box with the width of pd@Ils. This box was selected from the image wedrical
envelope and contained a part with two-line texérafe envelope. In this selected box, the textherright
line was thicker than the text on the left linethé intensity of this box was summed column bywiouoi, the
histogram in Fig. 4 would be obtained. As showrrigs. 3 and 4, there were two-line texts in theced
box and the 131st column of the histogram showediéid line of the largest text in the selectec.bbwo
curves were formed in the histogram; if one of thevhich had the minimum point, was divided into two
parts from point 131, then, the right range wouddsnaller and the left one larger. So, the contduhe
bottom words of this line was on the left side.

Larger range

Smaller range

Word top: top contour with the
width of 0.52

Word bottom: bottom contour
with the width of 0.38

Fig. 5: Histogram structure relative to word status

Lower <+
contour on
the left side of
the selected

Figure 6. Selecting vertical box from the middleacsample envelope
(its text was written from top to bottom.)
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Figure 7. A sample of a histogram for a verticahga

2.4. The Second Phase of Rotation: Final Rotation

Final rotation was done considering the field lama position of contours of words on the envelope.
In this stage, the image was rotated so that tliteewraddresses would be in their correct placeistiaa field
line would be along with the horizontal axis of iheage and the words existing in the address wbalth a
correct and non-inversion form.

To determine the type of rotation, at first, thgamlthm in Section 2-3 was applied to the envelope.
By applying this algorithm to the envelope, the ifpos and orientation of the lower contour and uppe

Standardizing, Segmenting, and Tenderizing Le#tatsimproving the Quality ... (Milad Shirmohammadi)



388 O ISSN: 2088-8708

contour were marked. After determining the plagigition of words, the rotation of 90 degrees wasien

in the vertical envelope toward the lower contdarthe horizontal envelope, if the words were ingdr(the
bottom contour was at the top of the field lindje tenvelope image was rotated 180 degrees clockwise
otherwise, there was no need for rotation. It way wimple for 90 and 180 degree rotations andrtage
was only scrolled row by row once and the intensftpixels was recorded in the new image. For mstaif

the lowest row of the initial image from left tght were recorded in the highest row of the newgenfrom
right to left and all the rows were in this mannbgn the image would be rotated by 180 degreesn, Ml the

first row of the image from right to left were reded in the first column of the new image from top
bottom and all the rows were in this manner, theniage would be rotated clockwise by 90 degréks.
output of this stage was the standardized envetopge which could be used for segmentation.

2.5.Image Segmentation

The sum of intensity of pixels was obtained columyncolumn or row by row and two histograms
were made by placing these intensities beside edodr [2], [15]. Maximum points of the horizontal
histogram were considered as a candidate for thedmal boundary of the image regions; around eéhes
maximum points, there was a minimum point with digtance less tham If there were two minimum points
before and after the maximum point in the horizbhtatogram with the distance of less thanthen, this
point would be the boundary between the two poamd would not be a component of the boundary of
regions (Fig. 8, the maximum point related to tberdary between the lines).

For a maximum point in the horizontal histogramthiére were a minimum point on the one side
with the distance less thamand there were no minimum point on the other wiitle the distance of less than
a, then, the current maximum point would be the zmrtal boundary of one of the main regions of the
envelopea is the threshold level for the distance betweenkundaries, which can be usually estimated
based on the distance between minimum pointsaimiggram.

eyl ) 3- Kb QU 1 AT

ST sl - N

) N Loy 7, 52
sl B Y
¢r _ﬁ_//w,;))/
<

| IR
x10°
25
\4 v—Y
2 L
a-sized
-——>
15 a distance
1 . . '
Maximum point Maximum point
related to the related to the lower
us|g boundary between ~ boundary of a
lines region
i} L L L L L L |
0 100 200 300 400 500 GO0 70D

Figure 8. Image of an envelope, the horizontabiistm of which was obtained, and its two maximum
points were identified and shown as a sample

After determining the horizontal boundaries of itmage, there was a movement toward left or right
sides on these boundaries and, when a near-maxpoimhwas reached in the vertical histogram, thwantp
was considered as the vertical boundary of thabneg

The proposed segmentation and standardization ihetivere applied to a non-conventional postal
envelope and the results are shown in figure 9da to
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Figure 9 a) Image of a tilted and inverted scareracklope, b) the image after applying the firstgehaf
rotation, c) the histogram related to a box with width of 250 pixels from the middle of the iméage, d)
the segmented image

2.6. Tenderizing and Quality Improvement

Most of text identification algorithms require aoper tenderizing method. In fact, there are some
algorithms which do not use letter tenderizatiofobethe text identification process [16]. Diffetanethods
have been presented for letter tenderization thysfost of which are based on letter structurg, [14]. In
most of these methods, letters are analyzed inteesoain components after tenderization; these cosms
should be connected to each other again. Thersane other methods which extract main points on the
letters and then connect them to each other [114]. [In the previous section, the main regions taf t
envelope were identified. In this stage, there amattempt to transform all pixel values in eadfiae to
either zero or 255. While doing this activity, &ttenderization was also done, meaning that tl&rtass of
letters was transformed into one pixel.

The pixels of each letter were divided to a numiifegroups or components. From each group, a
number of pixels were selected as representaticididate points. The intensity of candidate mofram
each group was equal to zero (black color) anddh®aining points of the group were considered etpal
255 (white color). Then, first, a method was présérfor determining the font size. Then, to grouyl a
select the candidate points, three models wereel&fiAll the groups extracted from the letters wiarthe
form of one of the three models. One model hadromegroups; but, the other two could have group wi
more than one row.

Determining Font Size:

To determine font size, several columns were ramgl@alected in each identified region of the
image and the diagram of their intensity was olaéirin the selected columns, the number of neighgor
pixels in each diagram which had the intensityedéghce of 80 (a difference at the one-third le¥etador
intensity range) from the minimum amount (backgueolor intensity) was counted and the number with
the highest number of repetition in different degs was considered as the font size of that reign.10a
is related to one of the main regions of envelopage, from which several columns were randomlycsede
After obtaining the diagram of intensity changes tleese columns, the highest number in the diagrams
which was the number of repeated neighboring pimwels 5. Therefore, the font size was selectedmsels
for this sample. The diagram of intensity changegtie three samples of columns is given in figLob.

Grouping Letters and Selecting the Candidate PoihEach Group

To identify the neighboring pixels related to lestethe diagram of intensity changes was used. In
this stage, the pixels of each letter were divittedeveral groups and extra pixels were removemh ach
group; thus, the width of texts on the envelopeabse in the size of one pixel. To identify the greughe
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image was scrolled row by row; using the diagramnténsity changes, wherever the intensity of saver
neighboring pixels got closer to zero and sevediffered from the color intensity of image backgnduy
then those pixels were considered as the firstabane group. Then, based on the following stajesup
type and probably pixels of the following rows ich group were also identified:

If the number of pixels was less than or equah&font size, consequently, a one-row group would
be composed. Only one pixel from this group wowddsblected as the candidate point. After determitiie
candidate point, its intensity would be considezetb (black color) and the remaining intensity bdets in
that group would be assumed equal to 255 or whitercin Fig. 11a, a diagram of intensity changeig)(
12a) is drawn for the second row. As can be obser@umns 7 and 8 had an intensity difference ofem
than 80 from the background color (the minimum IgJa this example, since the font size was tidpénd
there were two neighboring pixels, therefore, these pixels constituted a one-row group. In another
sample, if intensity changes (Fig. 12b) were dréevnrow 5, then, three groups of pixels with theditions
mentioned in the previous sample could be extradtefig. 11a, the pixels with green color or syini86”
are the groups of this model.

The candidate point is usually in the middle of ¢meup. This point should be selected so that the
relationship between the candidate point and neighg candidate points in the preceding and foltayvi
rows is not stopped. In Fig. 11b, the candidatelpinf each group are shown by green color or syt

If the number of neighboring pixels identified fitve first row of the group were more than the font
size, the following rows should be also investigdteorder to consider the pixels of the followiroyvs with
the corresponding position in case they had merhiperonditions. The number of rows in a group would
determine the height of the group. If the heightibfeast the depth of a group were less than tafident
size, then the whole pixels of the first row of tp@up would be considered as the candidate pafier
determining the candidate pixels of the group,rth@ensity would be equal to zero. Moreover, thiensity
of other pixels of the group would be equal to 255.

Now, an example will clarify the following point&or the third row in Fig. 11a, the diagram of
intensity changes (Fig. 12¢) was drawn. As candes s9 neighboring pixels had the intensity claseero;
also, these pixels had more than 80 intensity iiffee from the color of envelope. In this examtie, font
size was equal to 3 pixels; consequently, the nurabaeighboring pixels was larger than the fomesiln
the following row, exactly the same situation wéserved in a corresponding position. Considerirggeh
two issues, the neighboring pixels in rows 3 angede considered in one group. As a result, a gwatipthe
width and height of 9 and 2 pixels were formedpessively.

In Fig. 11a, the red pixels with the symbol “*" atite pink ones with symbol “+” are the groups of
this model. In these groups, the candidate poiet®wselected and the remaining extra pixels wareved,;
then, Fig. 11b was obtained.

In fact, if the relationship of one group with otheeighboring groups is removed due to lack of
candidating one part of the pixels of that groupleast one candidate point should be consideredhfo
relationship of that group with the remaining ndighing groups.

For instance, in the example mentioned previouslyig. 11a, the pixel in position (4, 5) was not
selected as the candidate points; however, thémeship of the two groups was cut by its removes. a
result, it was considered as a candidate point-itn 11b, the pixels with these conditions whichreve
selected as the candidates are shown by yellow oolgymbol “#”.

Moreover, at first, in this type of group (the Iside of the group), one candidate pixel can be
removed if it is only connected to its followingigleboring pixels (Fig. 13a) and not to the pixeigtie same
column or its preceding columns (Fig. 13b). In faattthe end of this type of group (the right salehe
group), the opposite conditions can lead to theorerhof that pixel. To remove a pixel, the intepsif that
pixel is considered equal to 255 or white colorFig. 11b, the blue pixels shown by symbol “&”" ahe
samples of these pixels. It should be considerat] & most, one or two pixels from beginning ad efione
group can be removed in such a situation.

If the width or height of one group were more ti2@ntimes of the font size, this group would not be
probably related to letters; it would be relatedhi® probable lines on the envelope.

If one group were not connected to any other gitmutpsome other groups were identified around it
(less than 25 pixels), that group might belong tteep groups; however, if no other groups were ifiedt
around it, that group could be removed.

In Fig. 14 a, b, the stages of segmentation, quatiprovement and tenderization are demonstrated.
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Figure 11. a) The main image of lettex)(with the font size of three pixels after applyihg grouping
algorithm; b) The candidate points selected froohegroup
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Figure. 14. a) The rotated image; b) the image segea using the histogram information; c) the image
after quality improvement and tenderization
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3. RESULTS AND DISCUSSION

The proposed method was tested on 200 envelopkdglifficrent dimensions and with the resolution
of 300 dpi and bmp format. During scanning, no gddanitations were applied to the placing manoér
envelopes and they were scanned with differentemngh fact, due to the whiteness of enveloped, the
scanner background was considered colorful. Instenned images, there were official letters (usiter
and Blood Transfusion Organization) in additionpersonal letters. In the proposed method, the teesul
presented in Table 1 were generated considerintypigeof texts written on the envelopes.

Table 1. Accuracy rate of algorithm performancstandardization and quality improvement

Status of text inside Percentage of rotation Letter quality improvement and
the box accuracy tenderization percentage
Typed texts 100 95
Handwritten texts 99.5 91

The accuracy of the algorithm performance for fomtquality improvement and tenderization is
given in Table 1. Rotation was correctly done ihthé envelop samples when the selected box of the
envelope included typed letters; therefore, theuamy level of its rotation was equal to 100%; hoere
when the selected box included handwritten lettigwes,accuracy percentage was obtained as 99.5%odue
the error in the correct determination of text nté&ion (correct position of counters) while doifigal
rotation. Also, since tenderization does not chalegier structure and only selects candidate pdits
among black pixels of a word, therefore, if thegmsed method cannot properly tenderize one wohets
not damage the structure of the word and only imgsahe quality of the word. The proposed method wa
completely successful in rotating the envelope emgroving the quality of its texts. This system les
acceptable function in tenderizing too. Becausearsian language the similar activities have nenlgone,
we are not able to compare the suggested methbdbttier ones.

4. CONCLUSION

In this paper, the important pre-processing stagkshe mechanized postal systems were
investigated. In the proposed method, envelopel different forms and tilt levels can be scannefterA
applying the rotation algorithm, the envelope watated and transformed into a standard format. ;Tten
segmentation algorithm was applied and the maiionsgof the envelope were determined; finally, the
tenderizing algorithm was applied to prepare thagenfor entrance into an address extraction systém.
rotation algorithm conducted the proper rotatioogess in two stages with no need for the calculadidtilt
angle and consideration of the proper form of wotdshis method, only histogram information wagdis
for segmenting. Letter tenderization process waseday selecting a number of candidate points on the
words. Novelty in Persian language, less calcutasind rotation based on the texts written on theslepe
were the advantages of the methods presentedsipdper. These algorithms can be used in the mizeltan
postal systems as a successful and complete pcegsiog process. Application of the proposed algorin
the rotation, segmentation and tenderization pseE®mits the need for exposing any limitationslevhi
scanning the envelopes. As this system is newiisif#elanguage, we won't compare it with other roesh
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