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1. INTRODUCTION

What are we talking about when we talk about infation? People might enumerate plenty of
examples including the application of informatiancommodities evaluated by the quantities of infation
or by the efficiency of information transmissiorarfnstance, mobile phones, widely used in dafly, Iserve
to exchange information in a vocal fashion; emaits, communicating over a long distance yet not
demanding rigorous immediateness, convey text antimedia information. In addition, when peoplektal
there are also information transmissions, for thebple might learn something new while talking with
others. Actually, in modern opinions, were thened@m occurrence, information would be engendetsal; t
generation of information is never apart from piuibity.

Though as common senses for us as are they ttdagbove phenomena were difficult to be well
depicted in quantities in early ®@entury when information as an academic concepst mever explicitly
shown to academia, and applications of communieadio not prevail in a developed sense; in failing
value information to an extreme extent, most coriggaat that time did not see how important infoiorat
was to them, thus not aware of the importance fadrimation collection and exchange as we are today.
Subsequently, with the theoretical and practicakettigoment of information marked by series of mibests,
people began to realize the importance of inforomtand the world saw the germination of what igvno
called an information age.

In 1948, the publication of Claude E. Shannon'sssita paperA Mathematical Theory of
Communicationin the Bell System Technical Journal immediategcdme a worldwide sensation. It is
primarily on this paper that the subsequent modéagital communication, still in a process of shpesgress
currently, is based. Nowadays, this theory is mdy @confined in electric engineering, the realmnfravhich
it originated; rather it is applied in many othéelds, such as economics, psychology and seisntic oi
exploration [4]. Furthermore, given that entroplustrating the quantities of information (demontsda
below in detail) which is fairly common among nurrbef specific electric and thermodynamical area ha
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already been a heated concept in economic areadélieved that information is playing a more andre
important role in economic fielgb].

The papelis arranged as following. In the next section, saramples are posed to illustrate
difference between data and informatwith the definitions or conceptions of information aratabeing in
advance presented. In section lll, the value obrimfation will be discussed. With respect to a n
mathematicallyrigorous form, some contentsncerning information theory will be shown there.tFurther
we briefly discuss the impaatf information on economics in section IV. Section ¥nhcludes thecore
concept of information and theteraction with economi.

2. DATA AND INFORMATION

As indicated in [2], data are raw facts. Data can eithegdreerated b'samples collecting original
numericalvalues from a specific object, or from computerat therve as a secondary stage of proce:
those raw values. However, data cannot telanything, whichis why we always want to extract sol
information out of them. To be more specific, wiat need is a certain context in which data makese
and thus are transferredténinformation. Accordingly, Information should biefined as raw facts withir
given context. But, how do we define a meaningfoihtext [3]? Giving some examples here would
helpful. A forecast provides us data about, saynimg possibility tomorrow in Beijing. Suppose t
probability, namely datum, is given as 50%. With notext but only this number, ware able to spread it
among peopler store it in a digital facility, but still, we ke no information. However, once provided ,
for exampletomorrow we will go out, we have the certain infation,the certain contexwhich infers that
we should better take ammbrelle with us with a 50% raining probabilitpn contrary, if we are staying
home tomorrow, we do not have to worry about thathve actually.In the second examy, we consider a
binary wireless channell{swn in Figure 1) through which a digit sent byansmitter is to turn to either
or 1, with a 90%/10%robability respectively. Here, the data are 90% and Jf¥habilitiesof a correct/an
errortransmission, whereas the context is the contanstitted through this chanr— should it be a voice,
image or a video stream, we could abide that eater mostly, otherwise, if it were a packagebinary text,
no one would stand the given bit e rate. These two examples illustrate how contexicerns the
information drawn from a certain batch of d
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Fig. 1. An illustration of a binary channel
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Once we have a need to make decisions or predictiwhat we need is threlevant data and
information underlying irthem. For thousands of years, people have beenhéegrfor a bette-optimized
way in which we gather precise data and mine infdiom from them. Erstwhilapproache of assembling
data from changing circumstance wcrude,either by counting or by initial machines withidimited rangs
for sensing, thus obstruiey the information extraction to an extent. In theantime, by given sufficiel
data, people found it arduots analyze them and, accordingly, failed tonmieffective information fror
them. Till now this remains a challenge in compugience and electal engineering even when we he
powerful computerand advanced me.

As mentioned above, with data and given contextare capable of gaimg useful information.
However, lere comes the next question: despite the certaitexbwe already know, how do we measure
information we claim to dbstrac” from the data? This is important to be posettause itightly concerns
the effectiveness of the algiihms designed for drawing information from dataydait calls for &
quantificationscheme to formula the value of information.

3. THE VALUE OF INFORMATION
According to asummarizatio in [2], there are such qualities determinthe value of informatior
1. Accuracy: Is the information correct? Can wg @i it?
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2. Timeliness: How current is the information?

3. Accessibility: Can we access the information whe need it?

4. Engagement: Is the information capable of afigch decision?

5. Application: Is the information relevant in tberrent context?

6. Rarity: Is the information previously unknownammfidential?

These parameters do directly provide us ways tlecoinformation, and the standard includes quiteide
coverage, under which an analysis of the importafi@ach factor is listed thereby.

First, accuracy should embody application, whidflidates the relevance between information and
context. If the information has little to do witbrext, this information is not correct for sureoidover, the
accuracy is likely to promote by means of a bettechanism of gathering data and a more agreement of
information with context.

Timeless is an attribute depending on the timeciefficy of the data collected for information, as
well as the efficiency of the algorithm convertidata to information. Improving this quality of imfoation
equals to improving the algorithm in charge of gaitg and analyzing data.

Accessibility of information accounts for the aczibgity of carriers of information and the
difficulty of detaching the information from therciers. For example, it is convenient to hear tbie® from
and talk by a cell phone, one, if just with usuahdtions, that most people are able to afford. déwain
price of a common cell phone stands for the acl#isgiof the carrier — the phone; the hearing aaliting,
however, stand for the simplicity of detaching it@rmation from the carrier.

Engagement refers to a series of features of irdtam, like rarity, timeliness, and accuracy of
information, which is more like a compound of thdsatures rather than an independent one, but among
such features, there lays a prior important fatfiat determines decisions mostly — rarity. Whyaisty the
most important one that affects the decision? lidsause the value of information, while the datd the
certain context are given, is equivalent to thetyasf the information, based on a formula propossd
Shannon [1]. The formula concerning quantitiesndfimation of a random event should be considened i
two cases, discrete and continuous, written as

1

I(m) =10g (12 = ~log (p(m)

h(X) = — j £ ()logf (x)dx
X

wherep(m) = P(M = m) is the probability that messags is chosen from all possible choices in the

message spackl. The base of the logarithm only affects a scafagfor and, consequently, the units in
which the measured information content is formulaté the logarithm is 2-based, the measure of
information is expressed in units of bits. Inforioatis transferred from a source to a recipienty dhthe
recipient of the information did not already hate information to begin with. Messages that conaay
already-known-by-the-recipient data involve no rieébrmation. Infrequently presence of messagedaion
more information than more frequently occurring @nethich means the rarer, the more valuable. For
example, a prediction that claims a 100% probagbdit precipitation tomorrow contains less quansitief
information than a 10% one, in that a 100% prolitgbineans a certainty that does not convey any
information, whereas the 10% keeps the weatherawkn- this is where quantities of information endem

4. INFORMATION IN ECONOMICS

Considered to involve the above components, inftionas causing a great impact on every aspect
of modern life, changing the way in which peoplmkhand act, and companies create their profis tow
not weird to see that big companies have their datpisition and analysis department for more peeci
information about itself and its opponents, andeBtment banks and consulting companies have béerp se
to help amass and analyze quantities of data. d¢tettiat information itself, with the prosperity @dmputer
science and operations research, have still kepmimentum of bulge in quantity, on one hand makes
researchers come up with better algorithms to ¢attiém (e.g. collection and abstraction), on tieohand,
leads to diverse profitable economic methods enguldyy modern institutions.

Other than being in the conventional state in whiompanies preserve exclusive information,
currently exchange and delivery of information bmeocrucial. With the erection of social networks,
commercials, based on individual penchant providgdiata mining algorithm, have implanted in a novel
variety of ways in social websites, such as twijtkerxcebook and Google plus. When we use searchemngi
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like Google or Yahoo, commercials matching our fsaare also seen everywhere. Owing to mechanisms
like data mining, machine learning harnessed ias@omputing, the world is experiencing a period bf
immediate information, yet problems like informaticecurity and communication capacity are still
considerably open. Nonetheless, convenient exchandeprecise delivery of information have completel
changed our lives.

[ L il

Fig. 2. Context awareness

As for the application - degree that informatiomaevant to the context, some exciting technology
have been presented, about to improve our liveaniother way. Far from an improvement of mere
application, awareness of the user context (suaksesprofile, role, preferences, task, locatiowl, existing
project conditions) can enhance the delivery proadsa construction project by providing a mechants
filter information in a sense that is relevant t@articular context [6]. Context awareness (seaufeid?),
through improved techniques for sensing and manioa user's context parameters, can also be wgsed t
improve security, logistics and health care andtggfractices on construction site. A successfdlr@fiable
ubiquitous tracking system with guaranteed trackiagability should be able to track a user's pasitind
deliver position-based contextual data continuoirslyoth indoor and outdoor situations.

In conclusion, technology development involves infation in economics and changes the way we
live. In light of platforms of Internet and wireke$echnology, the world has seen information shairead!
propagating in a rate that transcends any othee tirafore. While enjoying the convenience of the
information age, we should also keep an eye onticpkar set of security and ethics issues. Onlycbsbing
inordinate implement, can we bring economics moeeefits through the development of information
technology.

5. CONCLUSION

According to the discussions above, we concludeekgmples that information is knowledge
derived from data, whereas data is defined as dedofacts or figures. Then the mathematical dédimiof
guantities of information is provided to measure thrity of information, and other aspects of infation —
accuracy, timeliness, accessibility, engagement amglication of information — are presented to help
comprehensively understand the value of informatitm researchers, how to improve theories concgrnin
information sharing and cooperation remains an opeblem. Performing their particular methods to
influence the information, engineers are respoasfbt implementing vehicles or carries of inforroati
making them accessible to people. Then impactafofmation on economics are discussed within a wide
range of topics including the collection of datad aterivation of information, commercials and social
networking, awareness of context and security gkl At present time, information is crucial to thell-
being of an individual, and a company, who showket care of the collection and analysis of related
information, and apply it to marketing. In bried, gather accurate information and make it valuéblehat
companies should pursue over time.
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