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 The use of physical money continues, posing ongoing challenges in the form 

of counterfeit money. This problem not only poses a threat to economic 

stability but also undermines confidence in the financial systems in use. 

Traditional methods such as manual inspections and testing of security 

features have become ineffective in detecting advanced counterfeiting 

techniques on an ongoing basis. This study proposes a hybrid model that 

harnesses the power of artificial intelligence, combining convolutional 

neural networks (CNNs), long short-term memory networks (LSTMs), and 

support vector machines (SVMs) for counterfeit detection. The proposed 

model leverages the diverse strengths of a number of artificial intelligence 

techniques, combining the ability to detect counterfeiting, analyze visual 

aspects, and sequences of banknotes. The proposed model was tested using 

real Jordanian currency sets of different denominations and datasets 

generated using generative adversarial networks (GANs). The results 

showed that the model was able to detect counterfeiting with high accuracy 

of 98.6%. and minimal errors compared to other methods. This outstanding 

performance demonstrates the benefits of integrating artificial intelligence 

(AI) technologies and that there is room for development and solutions that 

can keep up with advanced counterfeiting strategies. The study demonstrates 

the importance of integrating AI in maintaining the integrity of physical 

currency transactions. 
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1. INTRODUCTION 

Counterfeit money is one of the most serious problems facing the world. It poses a threat to the 

security and stability of financial organizations, which leads to mistrust in financial institutions and causes 

economic distress. Counterfeit money is a currency that has been issued or minted outside the legal 

framework and without government supervision, and the purpose of those who work with it is to deceive 

people and build wealth in an illegal way [1]. Despite being illegal, it has continued to develop with the 

development of technology and has become a fraudulent means of making wealth easily. 

While the world is gradually shifting towards digital currencies [2], this may take a long time and 

physical currency will still be used in daily transactions, especially since most of the economy is based on 

cash. Due to the rising cost of living and the need for cash, counterfeit currencies have become an 

increasingly tempting and easy target for counterfeiters [3]. Counterfeit currencies can no longer be detected 
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using traditional methods such as manual inspection, ultraviolet examinations, and checking security 

features, they are failed to catch sophisticated fraud which leads to unexpected number of false negative [4], 

also insufficient to keep up with the modern technologies that counterfeiters are currently using. 

There is a need for more accurate and reliable counterfeit detection systems. Artificial intelligence 

offers solutions to various aspects of life from cultural, economic, industrial, medical, and others [5]–[9] and 

can be a radical solution to this challenge. AI and deep learning techniques such as convolutional neural 

networks (CNNs), deep neural networks (DNNs), and generative adversarial networks (GANs) can 

distinguish complex patterns and characteristics in currency and thus detect counterfeits with greater 

accuracy and efficiency than traditional methods. In addition, AI tools have the ability to learn over time new 

fraud techniques [10]. These tools are designed based of the idea of self-learning over time to improve their 

accuracy as new data appear. This self-learning ability makes them powerful against new counterfeiting 

techniques without the need for reprograming or manual update. While AI predictions depend on data 

quality, there is increasing confidence in AI's ability to enhance accuracy in detecting counterfeit currency. 

As a result, there is investment by financial firms in these tools to strengthen their detection systems against 

smart fraud methods [11]. 

Most recent research has used AI techniques independently for forgery detection. For example, 

CNNs are used to extract visual features, while long short-term memory networks (LSTMs) are used to 

analyze sequences. GANs are also used to augment data volume. While we agree that these methods are 

effective, they have some limitations when used alone: CNNs may face challenges in handling unseen 

forgeries, incomplete sequences may mislead LSTMs, and GAN-based training may be insufficient if the 

dataset is biased toward a particular class. Few researchers combine these techniques into a single forgery 

detection model. Therefore, a hybrid model is proposed to fill this gap. 

This study proposes a hybrid deep learning model for accurate counterfeit currency detection. The 

proposed model combines the advantages of convolutional neural networks (CNNs), long short-term memory 

networks (LSTMs), and support vector machines (SVMs), augmented by generative adversarial networks 

(GANs). This model aims to integrate spatial and sequential learning capabilities with synthetic data 

generation to improve detection performance. This research aims to study and evaluate artificial intelligence 

techniques for counterfeit currency detection. The proposed model addresses current gaps in counterfeit 

currency detection by improving generalization and robustness under realistic conditions. The study also 

explores real-world applications of the model, such as banks and ATMs, and discusses its ability to detect 

counterfeit currency instantly. The integration of artificial intelligence enhances accurate counterfeit currency 

detection and develops a more consistent tool for preventing fraud and securing physical cash transactions, 

thereby protecting the economy. The rest of the paper is organized into literature review, methodology, result 

and discussion, and conclusion at the end.  

 

 

2. LITERATURE REVIEW 

Counterfeiting is not a new issue in the economic world.  It has been around since the beginning of 

currency use and is monitored and dealt with by traditional methods such as manual inspection, ultraviolet 

scanning, and the use of security features such as watermarks and holograms.  These methods have been 

effective in detecting counterfeit currency and have been widely adopted [12]. However, several 

disadvantages have emerged that have reduced their use, such as the level of accuracy and reliability.  Manual 

inspections take a long time, while relying solely on the experience and skill of the audit.  Additionally, 

skilled counterfeiters have surpassed these methods, and they have become no obstacle to them. 

Early neural networks were simple in their learning abilities due to the lack of computational power 

and data availability [13]. The revolution in computational power and the availability of big data have opened 

the door to AI advancements, propelling the field into a new era of innovation and capability. These 

developments have significantly accelerated AI computations, enabling more sophisticated models and 

applications [14]. Advanced technologies lunch the power of artificial intelligence and deep learning to 

process vast amounts of data and learn complex patterns. Artificial intelligence introduces innovative 

approaches in various industries such as healthcare [15], [16], finance [17], [18], agriculture [19], security 

and autonomous systems [5]. As technology becomes more powerful, and AI methods become more 

efficient, deep learning has introduced innovative methods for detecting counterfeit currency [20]. These 

methods improve detection accuracy by analyzing a greater number of features, even spectral signatures and 

complex patterns that cannot be seen with the eyes. The use of deep learning has transformed the detection 

process to adaptable, fast and accurate methodologies.  

Deep learning is a subsection of machine learning. Deep learning uses of deep neural networks that 

consist of multiple layers [21]. A deep neural network has an input layer, one or more hidden layers, and an 

output layer. Each layer contains nodes (neurons) that are fully connected to all nodes in the adjacent layers. 
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This structure help network to learn complex patterns through sequential layers, predict output variables 

based on the learned representation [22]. The DNN model and its applications are shown in Figure 1. 

 

 

 
 

Figure 1. DNN architecture and its real-world applications [23] 

 

 

The initial application of technology in counterfeit currency detection was rooted in image processing 

and pattern recognition techniques. These methods involved scanning currency notes to identify missing or 

altered features, such as color, size, lines, and textures. By analyzing these physical attributes [24], [25], these 

systems aimed to detect any discrepancies that could indicate a counterfeit note. Although effective to some 

extent, these methods were limited in their ability to adapt to more sophisticated counterfeiting techniques as 

they relied on predefined patterns and manual feature extraction. Furthermore, researchers merged these 

techniques with machine learning [26], [27] to improve their performance and increase accuracy. By using 

machine learning algorithms, the systems could learn from data and automatically detect more complex 

patterns, reducing human error and increasing the detection process in real-time. 

Convolutional neural networks (CNNs) are most effective in image recognition due to its ability to 

analyze currency features. It is a multilayer deep learning neural network; they have multiple layers that 

extract features and train classifiers. CNNs utilize hierarchical representations to extract key topological 

features and features from currency images. CNNs manipulate pixels through various layers, this will capture 

features from complex and high-dimensional data. It has been implemented by researchers to detect fake in 

different currency such as Indian [28], [29], Euro [30], Jordanian [31], Bangladesh [25] and other currency 

[32]–[34]. 

CNN has been combined with other models. Researchers implement a system that combine CNN 

with LSTM networks that adapt to new counterfeiting methods as they appear [3], [35], [36]. However, this 

integration has some limitation in term of complexity, time, and need more training. Also, CNN combined 

with SVM, where CNN used for feature extraction from currency images followed by classifications by SVM 

[37]. The study shows good improvement in detecting fake currency and proves that the accuracy increased 

by integrating CNN with other models.  

Generative adversarial networks (GANs) used to generate artificial images for currency, which used 

to train deep learning models to improve fake detection [38]. It allows AI tools to learn and comprehend 

differences between real and fake currency. Also, help to digest challenges of limited availability of 

counterfeit samples. However, this may increase the counterfeit problem and pose ethical and legal issues. 

Additionally, the generated images could not be that realistic and mislead the results accuracy. 

Blockchain technology has been used to detect counterfeit currencies, as its core properties such as 

decentralization and immutability can be used to combat counterfeiting and increase confidence in their 

verification. Blockchain technology can be employed to record, track, and verify the serial number of 

currencies in real time, preventing unregistered funds from entering the financial system [1], [2]. In addition 

to serial numbers, cryptographic tags can be placed and secure databases can be used to automate the 

verification of currencies before they enter the financial system using blockchain-based smart contract 

technology [3]. To reduce the risk of currency counterfeiting, the concept of using digital currencies and 

making them an alternative to physical currencies emerged, and blockchain applications were employed to 

create digital currencies. Blockchain was enhanced by integrating it with artificial intelligence to analyze data 

and predict any illegal activity in the field of currency trading [3]–[5]. 
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There are studies that have used recurrent neural networks to detect counterfeiting by tracking the 

serial numbers on circulating currency [39]. They identify any irregularities in the sequence of serial numbers 

and have proven effective in identifying potential counterfeiting activities and enhancing the security of 

currency circulation. To power both the image recognition abilities of CNNs and the sequential data 

processing powers of recurrent neural networks (RNNs), a hybrid model has been implemented that 

integrates CNN with RNN, providing a more comprehensive solution for counterfeit detection [40], [41]. 

AI is a crucial element in improving financial security by providing tools that can detect fraudulent 

activities in real-time. AI-based systems are used in banks and financial services to secure transactions, 

authenticate currency, and stop the circulation of fake money. There are increasing number of studies that use 

AI in finance and focus on fraud detection, especially counterfeit currency detection. Deep learning 

approaches provide a strong solution to the ongoing counterfeiters methods. However, ongoing activities of 

counterfeits tactics require continuous effort to develop new frameworks to prevent fraud and increase 

accuracy in detecting fake currency.  

 

 

3. METHOD  

To develop a model to detect counterfeit currency regardless of its type, it is necessary to combine 

the capabilities of different AI algorithms into a single model. The proposed model is a hybrid model that 

combines CNNs, LSTMs, GANs, and SVMs. Figure 2 shows the steps of the proposed model. This model 

improves accuracy by processing all aspects of the original and sequential images to detect counterfeiting. 

To understand the multiple aspects of counterfeit detection, the new model was chosen as a 

combination of CNN, LSTM, GAN, and SVM. CNNs are better suited for analyzing banknote images due to 

their ability to learn spatial patterns and image features. LSTMs have proven their ability to model sequential 

dependencies and identify irregular patterns in number sequences, making them suitable for processing serial 

numbers. Due to the lack of legal tender for counterfeit currency, GANs were used to generate realistic 

images of counterfeit currency for sufficient training. SVMs, on the other hand, have the potential to handle 

high-dimensional data and provide robust decision boundaries. 

Figure 2 shows the main components of the model and step by step of the proposed models. It 

includes:  

a. Dataset: a collection of image images of Jordanian banknotes (1,5,10,20, 50) from Kaggle. The dataset 

contains 7312 images (5473 real+1839 GAN-generated). 

b. Image preprocessing: number of operations applied on the images before processing it: resized to 

224×224 pixels, contrast adjustment, rotation, flipping, scaling, and cropping. 

c. Serial Number: extract a 10-digit sequence numbers as input for LSTM. 

d. GNA: to get good training and have diversity in the dataset, DCGAN used to generate realistic fake 

currency images. 

e. Feature extraction: CNN used three convolutional blocks (32, 64, 128 filters), ReLU activations, and max 

pooling. Features flattened and processed via dense layers with dropout. 

f. LSTM: LSTM sequence model with 64 units employed to analyze serial numbers before ReLU-activated 

dense layer. 

g. Fusion and Classification: linear SVM (C=1, tolerance=1e-3) used to classify the output of integrated 

CNN and LSTM. 

h. Model training: Adam optimizer used to train the model (0.5 dropout for CNN, 0.2 for LSTM), batch size 

of 32, and 50 epochs. Early stopping used to avoid overfitting. 

i. Performance evaluation: the proposed model evaluated using accuracy, precision, recall, F1-score, and 

AUC.  

The above steps of the research procedure are explained in more detail in separate coming sub sections.  

 

3.1.  Dataset 

The dataset used in this study downloaded from Kaggle [42] is a collection of balanced high-quality 

images featuring banknotes Jordanian Dinar (JD): 1, 5, 10, 20, and 50 JDs. It includes new editions of 1, 20, 

and 50 JDs banknotes. This dataset contains 5473 images and designed for the development and evaluation 

of machine learning models for automatic currency recognition and denomination classification tasks.  

Table 1 shows the number of samples for each Jordanian Dinar (JD) denomination, and Figure 3 shows 

genuine and counterfeit 1JD. 

Serial numbers recorded from banknotes sets to detect irregular sequence and recognize counterfeit 

currency through irregularities in circulation patterns. Also, GANs were used to create synthetic counterfeit 

banknotes to enhance model’s ability to detect forgeries. We must be aware that the samples generated GANs 

may be used by malicious individuals to produce counterfeit currency that is close to the real currency, so this 

must be controlled. Therefore, in this research, we adhere to ethical guidelines regarding the use of GANs. 
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Figure 3. workflow of the hybrid counterfeit detection model 

 

 

Table 1. Number of samples for each Jordanian Dinar (JD) denomination 
Notes (JD) Numbers 

50 1178 
20 1225 

10 867 

5 108 
1 1123 

 

 

 
Counterfeit Genuine 

 

Figure 3. Sample of genuine (left) and counterfeit (right) 1 JD banknote 

 

 

3.2.  Preprocessing 

To obtain high-quality images and extract features, the banknote images were standardized in terms 

of size (224,224,3), resolution, and lighting conditions to be used by deep learning models. The dataset 

contains images of Jordanian currency with different backgrounds and conditions to add complexity to the 

data and simulate real conditions. It includes images of folded or partially hidden banknotes. This is very 

important to improve the model's ability to detect counterfeit currency in various conditions.  This was done 

using noise reduction, contrast adjustment, and grayscale transformation applications.  

Preprocessing was conducted to ensure the quality of the banknote images as well as to meet the 

requirements of the deep learning model.  Priority was given to interpreting contrast because it reveals 

essential visual features for distinguishing counterfeiting, such as edges and patterns.  This is due to the lack 

of lighting, and this modification made it possible to identify them during feature extraction in the CNN. 

Some images may contain unwanted artifacts that hinder the model during the training process. Therefore, 

noise reduction was employed to enhance the clarity of the images, and the model then concentrates on 

significant features instead of noise. Other preprocessing techniques were employed to improve the 

generalizability and reliability of the model under different conditions, such as grayscale transformation, 

rotation, gradient, and reflection. Different views were created to facilitate the modelling of the model from 

different angles and positions of the currency. Preprocessing techniques that increase complexity and require 

a computational problem were avoided. 
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To ensure that the model works realistically  and prevent overfitting, some techniques such as 

rotation, scaling, clippings, and flipping were applied to the images, this create new images with different 

situations and ensure that the training is more than memorizing specific features. The number of images 

increase from 5473 to 7312. As for the serial number, it was cleaned and formatted to ensure consistent input 

for analysis by the LSTM model.  To minimize the risk of overfitting, dropout layers were added to the 

model.  Furthermore, complex models were penalized, and the simplest solutions were taken.  To create a 

balanced dataset, and to ensure that there is no overfitting for certain types of data, real samples were 

combined with those produced by GANs.  This ensures that the model's ability is enhanced by using the 

samples produced by GANsz. 

 

3.3.  Implementation 

The banknotes images will be loaded into CNN model to extract features to capture all features that 

are important for Counterfeit detection. The CNN integrated with LSTM to analyze the pattern of serial 

numbers and identify irregular patterns. Then the extracted features classified by SVM as real or counterfeit. 

GANs used to create realistic fake images, which were used to augment the training dataset. The CNN model 

is implemented with four main layers:  

a. Convolutional layers: The model starts with a series of convolutional layers designed to capture local 

features such as edges, textures, shapes, and patterns in the input images. These layers are responsible for 

learning low-level and high-level image features that are essential for detecting intricate differences 

between real and counterfeit banknotes. 

b. Max pooling layers: After each convolutional layer, a max pooling layer reduces the spatial dimensions of 

the extracted feature maps. This down sampling allows the model to focus on the most important features. 

The computational complexity was reduced, while maintaining the most important features from the 

image. 

c. Flatten layer: Once the model has selected and refined the important visual features using its specialized 

layers, it needs to simplify this information for further processing. This is done by flattening the complex 

2D feature maps into a simple straight line—a 1D vector. This step is crucial because it transforms the 

processed image data into a simpler form that the next part of the network, which does the actual 

classification, can easily work with 

d. After transforming the complex data into a single, straight line (the flattened feature vector), it enters a 

dense layer packed with 512 tiny processing stations. ReLU activation function help to focus on the most 

useful features among all features. 
Next, this prepared data moves to another dense layer, which focused solely on making one crucial 

decision: is the banknote real or counterfeit? It does this through a single unit equipped with a sigmoid 

activation function, which squeezes the incoming data into a range between 0 and 1. This method allows the 

model to make sense of banknote images in a sophisticated way, ultimately providing a probability that acts 

much like a confidence score on whether the banknote is genuine or fake.  

CNN integrated with LSTM (network is used to analyze banknote serial numbers of length 1-10. 

The serial numbers on the banknotes are processed using an LSTM layer with 64 modules. The input shape 

parameter is fed to the LSTM layer to determine the structure of the input sequence. To capture nonlinear 

relationships, a fully connected dense layer containing 128 and ReLU activation units were added. 

The hybrid model was trained with a supervised learning approach. The CNN and LSTM networks 

optimized using Adam optimizer, while SVM used linear kernel for final classification. A combination of 

dropout and early stopping techniques was employed to avoid overfitting and ensure effective training. 

In order to get the best performance of the hybrid model, the hyperparameters of the algorithms 

included in the model were modified. For the CNN, different filter sizes and numbers were tested and the 

best performance was achieved using 3x3, 32 and 64 filters in the first two layers, followed by 128 in the 

deeper layers. ReLU activation is used due to its ability to handle nonlinearity, and reduce spatial dimensions 

without losing important features, max pooling is used with a pool size of 2x2. Also, grid search determined 

an optimal learning rate of 0.0001, and a dropout rate of 0.5 in the fully connected layers, which avoids 

overfitting. For LSTM, the best number of hidden units was 64 and 10 length units were concatenated to fit 

the structure of the sequence data. A dropout rate of 0.2 was used to avoid the overfitting problem. To ensure 

adaptive and efficient learning, Adam optimizer was used with a learning rate of 0.001. To obtain efficient 

and accurate classification, a linear SVM kernel was used. The optimal value of the regularization 

parameter (C) was 1 with a tolerance of 1e-3 to ensure fast convergence and balanced accuracy. Many 

experiments were conducted to choose these hyperparameters to ensure the efficient performance of the 

hybrid model. 
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4. RESULTS AND DISCUSSION 

A variety of metrics utilized to evaluate the performance of the proposed model, including accuracy, 

precision, recall, F1-score, and the confusion matrix. To ensure the reliability of the model, it was trained and 

assessed on both genuine data (Jordanian banknotes) and GAN-generated counterfeit data, several conditions 

considered for recognizing genuine and counterfeit banknotes to provide a comprehensive environment for 

evaluating model performance on diverse inputs. 

The implementation was implemented in Colab environment using Python libraries. In this research, 

a hybrid system was implementer by integrating CNN for feature extraction, LSTM for sequential pattern 

recognition (currency serial numbers), and SVM for classification of currency as fake or genuine. This 

method enables the model to analyze visual features from currency and the patterns of sequential serial 

numbers, improving its accuracy. To provide sufficient data for model learning in the training and accurate 

evaluation on hidden data, the dataset was split into 80% for training and 20% for testing. The results of the 

proposed model (CNN-LSTM-SVM) were very remarkable, reaching an accuracy of 98.6%, which proves 

the model's ability to accurately distinguish between counterfeit and genuine currency in most situations. The 

computational efficiency and resource requirements for the hybrid model were tested and compared to 

individual requirements for CNN, LSTM and SVM. Despite the higher resource requirements expected for 

the model integrating CNN, LSTM, and SVM, the hybrid model demonstrated strong performance and 

accuracy in the results, resulting in its computational cost. 

The combination of CNN, LSTM, and SVM substantially enhanced the model's capability to deal 

with both spatial and sequential data. Table 2 provides a comparison between the proposed model and other 

models tested on the same dataset, highlighting the superior performance of the CNN-LSTM-SVM approach. 

 

 

Table 2. Comparison between the proposed model and other models 
Model Precision Recall F1-Score Accuracy 

CNN 95.40% 95.20% 95.30% 95.00% 
CNN-LSTM 96.50% 96.30% 96.40% 96.20% 

CNN-GAN 95.00% 94.50% 94.70% 94.80% 

CNN-LSTM-SVM 98.80% 98.30% 98.50% 98.60% 

CNN-CAM 96.60% 96.40% 96.50% 96.00% 

CNN-GRU 95.80% 95.60% 95.70% 95.70% 

CNN-RNN 94.50% 94.00% 94.30% 94.20% 
CNN-Transformer 97.30% 97.00% 97.10% 97.10% 

 
 

The result shows the effectiveness of combining the classification accuracy of SVM and feature 

recognition of CNN. The high accuracy of the models, close to 100%, indicates that there is room for 

improvement of the system and further improvement of accuracy. However, this depends on the size of the 

available data and its diversity. As well as the quality of the images available in different conditions and 

angles. In addition to reaching the appropriate settings for the model. All this may guarantee results with 

excellent accuracy in detecting forgery. 

Figure 4 shows the ROC curve of the performance of the proposed hybrid model. The calculated 

area under the curve (AUC) of 0.92 shows that the model has the ability to distinguish between genuine and 

counterfeit money. This result confirms the results listed in Table 2 that the proposed hybrid model 

outperforms other methods in most metrics including accuracy, precision, recall, and F1 score.  The training 

and validation lose depicted in Figure 5 shows the efficiency of the model with low overfitting. We notice 

that the training loss decreases from about 0.6 to less than 0.2, which is related to the training accuracy as the 

model becomes more confident in its predictions. The validation loss decreases from 0.6 to about 0.25. This 

confirms that the model's ability to generalize improves with each epoch. The convergence of the training 

and validation loss values towards the following epochs proves that the model is not overfitting. 

The proposed model demonstrated good performance in distinguishing between counterfeit and 

genuine banknotes. The combination of CNN, LSTM and SVM AI techniques had a significant impact on the 

effectiveness of the model.  This is expected as the model combines the features of CNN in distinguishing 

between fine visual features that are important in distinguishing between counterfeit and genuine banknotes 

and the features of LSTM in dealing with sequential patterns in serial numbers, giving the ability to track 

banknotes and identify the culprit. When the model was tested on counterfeit banknotes created by GAN, its 

performance was satisfactory with an accuracy of 98.6%.  The model demonstrated a slight increase in false 

negatives due to the presence of some counterfeit banknotes that are close to real banknotes and cannot be 

distinguished by visual inspection. Also, false positives where genuine notes could be classified as 

counterfeit. This brings about the need for research and development to improve detection accuracy. Both 

False positive and false negative pose a challenge for the financial systems and allow counterfeit currency to 
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be used. This will reduce the trust in the detection system and return us to the manual verification processes.  

The proposed model, which integrates CNN, LSTM and SVM, significantly reduces false negatives by 

performing a comprehensive analysis of visual and sequential features. The AUC score demonstrates the 

model's ability to effectively balance trade-offs. 

 

 

 
 

Figure 4. ROC curve of the proposed hybrid model 

 

 

 
 

Figure 5. Training and validation accuracy and loss of the proposed hybrid model over 10 epochs 

 

 

The proposed model shows better accuracy and can be considered applicable to real-world 

applications such as ATMs, banknote counting machines and sales points. However, relying solely on image 

quality and serial numbers poses some limitations when working in uncontrolled environments, such as 

damaged banknotes. While the use of GANs reduces reliance on large datasets, their use also carries some 

risks. Therefore, explainable artificial intelligence (XAI) should be employed to help investigate anomalies. 

This model is scalable to include other algorithms to combat counterfeiting worldwide. Also, it needs to be 

integrated with a banknote scanning system and a central database for further updating and training the model 

and enabling it to detect counterfeit currency in real time before accepting deposit or dispensing cash. The 

findings of this study demonstrate the ability of Hybrid model to improve the accuracy over single methods. 

This research contributes to the digital security in the finance systems.  

 

 

5. CONCLUSION  

Counterfeit currency has become a problem all over the world, as traditional methods have become 

inaccurate in detecting counterfeit banknotes, so technology has been employed in this regard, especially 

machine learning and artificial intelligence methods. This study proposes an effective artificial intelligence-

based method for detecting counterfeit currency.  



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 6, December 2025: 5804-5814 

5812 

The new proposed hybrid model utilizes more than one artificial intelligence technique to utilize the 

strengths of each and find a comprehensive solution to counterfeit currency. It merges CNNs, LSTMs, 

GANs, and SVMs. The CNN-LSTM-SVM model demonstrated outstanding performance, achieving an 

impressive 98% accuracy in detecting counterfeit currency compared to previous models. CNN-based models 

achieved accuracy rates ranging from 93% to 95%, while CNN-LSTM methods achieved slightly higher 

accuracy rates of 96.2%. The proposed model combines the strengths of feature extraction (CNN), sequence 

learning (LSTM), classification robustness (SVM), and GAN-based boosting. Also, it is capable of working 

in different situations, granted by synthetic data generated by generative adversarial networks with its 

scalability. Research and development should continue to handle the growth of counterfeiting methods, with 

a critical need to continue develop artificial intelligence models and training methodologies.  

There is a need to continue developing counterfeit detection technologies. The main focus should be 

on integrating AI algorithms to improve detection methods. The model should also be tested on different 

currencies from different countries in order to participate in the fight against counterfeit money on a larger 

scale. The robustness and reliability of the system can also be improved by incorporating advanced 

transformer models and real-time detection. This study paves the way for innovation in financial security, 

supporting economic stability and enhancing confidence in global financial systems. The results showed the 

effectiveness of this hybrid model, and with proper settings and increasing data and diversity, the model will 

be more powerful and accurate in detecting counterfeit currencies. 
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