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 Deep learning techniques created a significant increase in intelligent systems, 

especially in the medical field. Among mental problems, autism is a 

dangerous neurodevelopmental disorder and it needs to be diagnosed early 

because of the malleability of child brain development. In our study, we 

focused on autism detection by using the Vietnamese facial child image and 

studied the role of international data and Vietnamese data when applying 

deep learning approach to diagnose autism. To do that, we proposed different 

strategies based on our hypothesis about factors of the transfer learning and 

training set types. To conduct the experiment, we prepared a Vietnamese 

facial child image set from several kindergartens in Ho Chi Minh City, 

Vietnam and we applied different deep architectures such as ResNet, 

DenseNet, and AlexNet in the autism classification experiment with both 

Vietnamese and international facial child images. We analyzed important 

factors from the experiment results with area under the curve (AUC), 

accuracy, sensitivity, and specificity, including applying transfer learning and 

the appearance of Vietnamese data in the training set. Besides, we also 

discussed the difference of international and Vietnamese data domains. The 

exposure of data distribution differences in the proposed strategies also 

highlights the importance of collecting facial data of Vietnamese children. 
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1. INTRODUCTION 

Autism is a neurodevelopmental disorder characterized by a lack of social communication and 

repetitive behaviors, both verbal and physical [1]. Autistic syndrome has difficulty interacting and 

communicating with others. Symptoms of autism can occur in many situations and in many places’ different 

places. This disease involves abnormal brain development that affects facial expressions and physical states 

[2]. Children with autism have unusual facial features, which sets them apart from typically developing 

children. This disease not only causes difficulties for the patient but also for their loved ones in daily life [3]. 

For parents who have had a child with autism, the risk of having another child with autism is approximately 3 

to 10% [4]. There have been recent concerns about rising autism rates. The World Health Organization 

estimates that the prevalence of autism is 0.67% worldwide, but this figure is only reported in 16% of 

children globally [5]. The centers for disease control and prevention estimates that about 1.68% of US 

children aged 8 years and older are diagnosed with autism, which is 1 in 59 children [6]. 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Detecting autism with Vietnamese child facial images using … (Tran Van Thanh) 

4763 

Early diagnosis of autism is essential. Children showing signs of autism can benefit from early 

diagnosis due to the malleability of their brain development, which can help them improve their social life. 

Late diagnosis can reduce the effectiveness of treatments for patients with autism [7]. According to a recent 

study, children who received medical care before the age of two had a higher intelligence quotient than 

children who did not receive medical care until later in life [8]. 

There have been several artificial intelligence studies relating to autism diagnosis. In 2018, 

Heinsfeld et al. [9] studied autism classification with brain magnetic resonance imaging data. In the study, 

the authors used a custom deep neural network model combined with two stacked denoising autoencoders 

and experiments using 10-fold cross-validation. Ahmed et al. [10] had research aiming at diagnosing autism 

with various tasks such as removing all noise from the eye path area, extracting the path of eye points on the 

image, building a classification model, and evaluating. To perform these tasks, the authors used several 

techniques such as local binary samples, and gray-level co-occurrence matrices. Besides, the authors also 

conducted experiments on some deep learning models such as Google-Net and ResNet-18. Farooq et al. [11] 

presented a study using federated learning to diagnose autism. In their work, the authors applied two 

traditional machine learning models, logistic regression and support vector machine, to data from various 

sources. In the experiment, the authors used more than 600 tabular data records and achieved an accuracy of 

98% and 81% for two groups of children and adults, respectively. 

In Vietnam, there have been several attempts by the government and community relating to autism. 

In 2022, the Ministry of Labor - Invalids and Social Affairs announced news responding to world autism 

awareness day [12]. That news presented a program in Ho Chi Minh City that allows the community to get a 

better understanding of autism and support autistic children. In this paper, our study is put in the context of 

autism in Vietnamese children. We aim to autism detection in Vietnamese children with modern deep 

learning techniques by using facial image data that can be captured by using a normal camera in 

smartphones. 

Several studies were using deep learning methods for autism detection. Karri et al. [13] published a 

study using a deep-learning approach to classify autism based on facial images. In the experiment, the 

authors used the deep learning model Dense-Net along with a data set of face images downloaded from the 

Kaggle platform. Rabbi et al. [14] presented the work for autism classification tested with a dataset of 2,936 

images provided by the Kaggle platform. In that study, the authors applied the transfer learning approach to 

VGG 19, Inception V3, and Dense-Net 201 models and used accuracy, precision, recall, F1-score, and AUC 

(Area under the ROC curve) to evaluate their results. Li et al. [15] presented a study using the transfer 

learning approach with MobileNetV2 and MobileNetv3-Large networks to identify autistic children based on 

facial images. The authors built a framework of facial image classification combining the two-phase transfer 

learning and the multi-classifier integration. In the experiment, their work reached 0.8833 accuracy for 

MobileNetV2 and 0.8767 accuracy for MobileNetV3-Large. Another study published in 2023 by Ghazal  

et al. [16]. The authors proposed a convolutional neural network based on Alex-Net with facial images as the 

input. Their study aimed at the robust extraction of numerous facial features, which is a difficult task because 

of the subtlety requirements. In the experiment, that work reached a validation accuracy of 0.877, a validation 

sensitivity of 0.876, and a validation specificity of 0.876. Reddy and Andrew [17] published a paper on using 

the deep learning approach to identify autistic children. The authors used three models VGG16, VGG19, and 

EfficientNetB0 with pre-trained weights in the framework of applying transfer learning. From the 

experiments, the authors achieved an accuracy of 84.66% for the VGG16 model, 80.05% for the VGG19 

model, and 87.9% for the EfficientNetB0 model. Also, Ahmad et al. [18] published a paper using different 

models such as AlexNet, MobileNetV2, ResNet34, ResNet50, VGG16, and VGG19 to detect autism from 

facial images and analyze their results. In the experiment, the training time was approximately 2 hours, and 

the testing time was nearly 3 minutes. In results, ResNet34 reached an accuracy score surpassing 0.86 with 

248x248 resolution and 0.83 with 124×124 resolution.  

An important issue we want to explore is the difference in the data domain of Vietnamese and 

international child facial images. Our hypothesis is that this difference will have a significant impact and 

therefore the presence of Vietnamese child facial image data in the steps of developing deep learning models 

for this problem. In fact, many studies on facial morphology and anatomy show that Vietnamese faces have 

distinct characteristics. The study [19] compared Vietnamese people with North American white people and 

showed that Vietnamese people have a wider distance between the two eye corners, a larger nose, but a 

smaller mouth width. Compared with other Asian groups, research [20] shows that Chinese people tend to 

have smaller foreheads, higher noses, and a smaller ratio between nose length and face height than 

Vietnamese people. 

In our research, we aim to apply a deep learning approach to effectively classify autism from 

Vietnamese children's data. On the one hand, we often need a large enough data set for effective training in 

deep learning methods. On the other hand, collecting a large enough Vietnamese children dataset is not easy 

in real-life conditions. The access requires the permission and support of the children's parents as well as the 
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support of the teachers at the kindergarten. Therefore, we designed strategies relating to applying 

international data in generalizing Vietnamese facial images. Besides, because our study aims to build a state-

of-the-art solution for the autism detection problem in Vietnamese children's facial images, we also collected 

data from several local Vietnamese kindergartens that have both autistic children and normal children 

learning. The Vietnamese dataset would play an important role in evaluating our different strategies. In 

detail, we design different strategies regarding how to apply international data to the problem of autism 

diagnosis on Vietnamese children's facial images. Based on separate evaluation evidence on international and 

Vietnamese data, we delve into the important factors to build an effective solution such as how to use pre-

trained weights as well as the role of Vietnamese data in the training phase. The evidence also reveals the 

limitations of existing international data in generalizing Vietnamese facial images.  

In short, the main contributions were described as follows. Firstly, we set up a ready-to-use 

Vietnamese children's facial image dataset for the autism detection. Secondly, we proposed different 

strategies relating to applying international data in generalizing Vietnamese facial images. Lastly, we 

analyzed the experiment results of the strategies to deeply delve into important factors such as options of 

using pre-trained weights and the difference of international and Vietnamese data domains. 

The structure of the paper is presented as follows: Section 2 is the background of deep-learning 

architecture models for the proposed system. Section 3 shows the proposed study. Section 4 describes and 

analyzes the results of the experiment. In the end, section 5 concludes our study. 

 

 

2. DEEP-LEARNING ARCHITECTURES 

The proposed method needs some deep-learning architecture models. To conduct experiments, we 

used some popular deep-learning models such as Res-Net 34, Res-Net 50, Alex-Net, and Dense-Net. These 

models were applied successfully in a lot of artificial intelligence research.  

Krizhevsky et al. [21] presented a new deep architecture and this model won the image net large 

scale visual recognition challenge 2012. The authors reached a top-5 error result of 15.3% and this figure was 

far higher than the second group, which reached only 26.2%. In architecture, the Alex-Net model consists of 

five convolution layers followed by three fully connected layers and the end is the SoftMax function. In the 

medical field, Alex-Net was also used for some research. For example, Mohi ud Din and Jayanthy [22] 

published a study of classifying autism using Electroencephalography signals in 2022. Studies [16], [18] also 

used Alex-Net.  

He et al. [23] had a study about training deep networks to solve the vanishing gradient problem. In 

their paper, their idea was implemented in the residual block model of Res-Net architecture. With that 

architecture, the authors won the image net large scale visual recognition challenge 2015 and reached a 

classification error of 3.57%. Since then, this architecture has become famous in the deep-learning field and 

has had many variants with different depths. In medical research, Res-Net is applied to many image 

classification problems, such as [10], [18]. 

Huang et al. [24] proposed Dense-Net with the idea of connecting densely between layers. Their 

idea was implemented in the Dense block model and was rather similar to Res-Net in the context of the 

vanishing gradient problem. In medical research, Dense-Net is applied to image classification problems, such 

as classifying autism [13], [14]. 

 

 

3. PROPOSED STUDY 

3.1.   Dataset preparation 

Our study is designed to focus on the Vietnamese context. One important task is the preparation of a 

Vietnamese image dataset for the experiment. In this study, all facial images were captured with the support 

of the camera on the smartphone.  

We collected data at several kindergartens in Ho Chi Minh City, Vietnam. Data were collected from 

some children with autism and some normal children. The collection process was carried out with the support 

of parents. Accordingly, parents will directly record images of their children's faces using smartphones or 

parents will babysit the children while someone else records the images. Collected images will be selected to 

get qualified images. Accordingly, we will remove images in which the child's face is blurred, partially 

obscured due to the child's facial pose, or obscured by other objects or body parts such as a hand. 

To perform data labeling, we cropped the qualified face image areas and arranged them into two 

groups corresponding to the status of children with autism or normal. To do this, we built a program that 

automatically localizes the face in the image, and based on that result, we performed operations on the 

program interface to be able to correct the face area if necessary. Finally, we would annotate the states 

corresponding to the two groups and the program will show the final resulting images. 
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In summary, we have prepared a data set of 892 images of Vietnamese children's faces. Among 

them, there are 444 photos of children with autism and 448 photos of normal children. All of these images 

were used in the experimental step of this study. 

Besides the data of Vietnamese children, we use an international dataset published on the Kaggle 

platform [25]. This dataset includes 2,936 images of children's faces that are also divided into two groups 

according to autism criteria. In the dataset, there are 1,468 images marked as being of children with autism 

and 1,468 images of the opposite case.  

To experiment in this study, we would prepare training, validation, and test datasets based on the 

Vietnamese dataset and the international dataset. So, both the Vietnamese dataset and the international 

dataset were split. The international dataset was already split. In detail, from the international dataset, the test 

set has 300 samples, the validation set has 100 samples, and the training set has 2,536 samples. For the 

Vietnamese dataset, we set up the test set with 90 samples, the validation set with 89 samples, and the 

training set with 713 samples.  

 

3.2.  Proposed strategies relating to apply international data in generalizing to Vietnamese data 

To apply international data to the problem of diagnosing autism in Vietnamese children, we 

analyze the use of the transfer learning approach. Transfer learning is a popular approach to problems using 

deep learning models. In which, the application of transfer learning will be effective if the domain of the 

data used for pretraining and the domain of the data in the target problem are similar and this application 

will be ineffective if the two data domains are sufficiently different. For the problem of diagnosing autism 

from facial images of Vietnamese children, we have some observations as follows. On the one hand, autism 

is a specific problem with distinct semantics. That makes it possible to use a model trained from scratch. On 

the other hand, the data used is facial image data. This is a type of data that has been used in many  

other problems such as facial recognition, emotion recognition, and gender recognition. From this 

perspective, the application of the transfer learning approach is feasible. From our perspective, it makes 

sense to apply a transfer learning approach. To further clarify this, in our experiments, we will train the 

model from scratch and train the model with pre-trained weights. The choice used is the pre-trained model 

weights provided by the PyTorch platform [26]. These are models that have been pre-trained on the popular 

ImageNet dataset. 

Digging deeper into the problem, we found that with autism diagnosis based on children's facial 

images, the signs of autism will be expressed through children's facial expressions. Therefore, it can be said 

that the data domain of this problem will have a certain similarity with the data domain of the problem of 

recognizing children's facial expressions. On this basis, we further designed the application of transfer 

learning using a pre-trained model on the children's facial expression dataset. Our experimental choice is to 

use pre-trained models on the facial expression recognition (FER) children's facial expression dataset [27]. 

We hypothesize that the model pre-trained on the FER children's facial expression dataset will have a higher 

fit than the model pre-trained on the ImageNet dataset. 

Thus, in designing strategies to test the transfer learning application, we use three different options. 

Specifically, the option with models trained from scratch, the option with models pre-trained on ImageNet and 

available on the PyTorch platform, and the final option is models pre-trained on the FER child facial expression 

dataset. The trained models will be evaluated on both the international dataset and the Vietnamese dataset for 

the autism diagnosis from child facial images. According to our hypothesis, the order of performance of the 

cases will be similar on both test sets with the best results belonging to the models pre-trained on the child facial 

expression dataset and the worst results belonging to the models trained from scratch. 

Another option we have set out to apply international data to the problem of diagnosing autism in 

Vietnamese children is to combine international data and Vietnamese data into the training set as described in 

Table 1. Using this option will give us a clear assessment of the difference between the two data domains, 

Vietnamese children's facial images and international children's facial images, in the problem of diagnosing 

autism from children's facial images. Accordingly, we design strategies with training data options including 

the first option of training only with international data and the second option of training with data combining 

international data with Vietnamese data. Similarly, the trained models will also be evaluated separately on 

the international data set and the Vietnamese data set. According to our hypothesis, the evaluation results on 

the international data set will not change much due to the participation of international data in the training 

set. However, we believe that the evaluation results on the Vietnamese dataset will have a big difference. In 

particular, the results of models trained on the combined dataset of international data and Vietnamese data 

will be higher than the results of models trained only on international data due to the difference in data 

domain. The strategies are described in detail as follows: 

In Figure 1, Strategy 1A trains deep learning models from scratch on international data, and strategy 

1B also trains deep learning models from scratch but on combined data. Accordingly, the model weights will 

be randomly initialized. Training from scratch can be considered because autism is a rather specialized 
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content. However, according to our hypothesis, the training results from scratch will likely be worse than 

using transfer learning within the experimental scope set. The evaluation results on international and 

Vietnamese test data sets of the two strategies are expected to also reflect the difference in data domains on 

the two sets. 

Next in Figure 2, strategy 2A trains deep learning models on international data with parameters 

learned by transferring from pretrained models with ImageNet and strategy 2B is similar but performs 

training on combined data. Accordingly, the model weights will be taken from models provided by the 

PyTorch platform and trained on the ImageNet dataset. Transfer learning is performed on the assumption that 

the autism data used here is facial image data - a fairly common type of image data. According to our 

hypothesis, the evaluation results of the two strategies will be better than those of strategies 1A and 1B in 

case of the same training set. Similarly, the evaluation results on the international and Vietnamese test sets of 

these two strategies are also expected to reflect the difference in data domains on the two sets. 

Finally in Figure 3, strategy 3A trains deep learning models on the international dataset with 

parameters learned by transferring from models pre-trained on the FER dataset, and strategy 3B is similar but 

trains on the combined dataset. Accordingly, we will train the pre-models on the FER dataset with facial 

expression labels. Transfer learning here is performed on the assumption that autism features on children's 

facial images will also be expressed through facial expressions. According to our hypothesis, the evaluation 

results of these two strategies will be best when considered in the case of the same training set. Similar to the 

previous cases, the evaluation results on the international and Vietnamese test sets of these two strategies are 

also expected to reflect the difference in the data domains on the two sets. 

 

 

Table 1. International data and combined data in training phase 
Case International data Vietnamese data 

International training set 2536 0 

International validation set 100 0 
Combined training set 2536 713 

Combined validation set 100 89 

 

 

 
 

Figure 1. Strategy 1A (left) and strategy 1B (right) 

 

 

 
 

Figure 2. Strategy 2A (left) and strategy 2B (right) 

 

 

 
 

Figure 3. Strategy 3A (left) and strategy 3B (right) 
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4. RESULTS AND EVALUATION 

4.1.   Performance measures 

In this study, we used photos of children's faces to assess autism status. Theoretically, this is a 

2-class classification problem. With a photo, the program would conclude "Normal" or "Autism". For 

evaluation, we used sensitivity, specificity, accuracy, and AUC. AUC is the abbreviation for the area under 

the receiver operating characteristic curve, which is a graph that shows the relationship between True 

Positive Rate and False Positive Rate over a set threshold. AUC is a measure of the overall quality of a 

binary classifier. For the others, sensitivity and specificity are two commonly used measures in medical 

research. These measures along with the accuracy are calculated by combining predicted and reference 

values through the values: true positive (TP), true negative (TN), false positive (FP), and false negative (FN). 

The calculation is performed as follows: 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
   (1) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (3) 

 

4.2.  Experiments and results  

This section would clarify our hypotheses relating to apply international data to the problem of 

diagnosing autism in Vietnamese children by discussing the results obtained from the experiments. In the 

training phase, the models are learned using the training and validation sets as described above. The learning 

process will be stopped based on the evaluation of the measured score from the validation set. More 

specifically, the accuracy score will be used as an indicator. After being trained, the models will be put into 

the evaluation step with test sets. Through these metrics, we will be able to analyze and discuss the 

effectiveness of the designed strategies and highlight important characteristics. To experiment, we use the 

Google Colab deep learning server supported by the Nvidia graphics processing unit (GPU) computation 

power. The test program is built on the Python programming language and is supported by the PyTorch deep 

learning library. Four models ResNet34, ResNet50, Alex-Net, and DenseNet121 were chosen for each 

strategy. After that, the trained models of strategies were tested on the test sets of the Vietnamese dataset and 

the international dataset. 

To have a fair and overall assessment of the quality of the strategies, we evaluate the average of 

each measure from the four models. From Figure 4, it is clear that the average scores for all four measures, 

including accuracy, sensitivity, specificity, and AUC, are in the same order. Specifically, strategy 1A with 

training deep learning models from scratch has the worst average scores, and strategy 3A with transfer 

learning from pre-trained weights on the FER facial expression dataset achieves the best results. Specifically, 

the strategy 3A when evaluated with the international test dataset achieved an average accuracy of 0.870833, 

an average sensitivity of 0.856667, an average specificity of 0.885 and an average AUC of 0.943178. The 

results of such strategies also accurately reflect our hypothesis about initializing the weights of deep learning 

models before training. Besides, strategy 3A also outperforms with an average true positive of 128.5, an 

average true negative of 132.75, an average false positive of 17.25, and an average false negative of 21.5. 

Figure 5 shows the average scores on the test set of the international data set with strategies training 

on the combined data. When looking at the evaluation results of these strategies, we also see a clear similarity 

to the results in Figure 4. Training the deep learning models from scratch gives the worst results while 

training with transfer learning from the training weights with FER gives the best results. Specifically in this 

case, strategy 3B achieved an average accuracy of 0.870833, an average sensitivity of 0.866667, an average 

specificity of 0.875 and an average AUC of 0.939244. Similarly, strategy 3B also shows effectiveness with 

average true positive and average true negative being higher than the other strategies while average False 

Positive and average false negative being the lowest among the strategies. Specifically in this case, strategy 

3B achieved an average true positive of 130, an average true negative of 131.25, an average false positive of 

18.75, and an average false negative of 20. Therefore, the hypothesis of the feasibility of using facial 

expression data was clearly demonstrated through the evaluation results of strategies 3A and 3B on the 

international test set. 

Another point to note is that although the strategies using pre-trained weights with FER have better 

results than the strategies using pre-trained weights with ImageNet in each respective case, the difference in 

results is not large. This also reflects that both options are feasible. We observe more specifically about the 

difference in results in Table 2. Table 2 shows the difference in the evaluation data on the international test 

set between the strategies using pre-trained weights on the facial expression dataset FER and pre-trained 
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weights on the general dataset ImageNet in each case of the training data. Obviously, the difference in results 

is not large. Specifically, when comparing strategy 3A with strategy 2A, the results of 3A are slightly higher 

than strategy 2A with an increase in average accuracy of 0.011666, an increase in average sensitivity of 

0.003334, an increase in average specificity of 0.02, and an increase in average AUC of 0.0121. Similarly, 

when comparing strategy 3B with strategy 2B, the results of 3B also have a slight increase compared to 

strategy 2B with an increase in average accuracy of 0.016666, an increase in average sensitivity of 0.023334, 

an increase in average specificity of 0.01, and an increase in average AUC of 0.007911. Therefore, in our 

opinion, when conducting future studies, both of the above cases are candidates. 

 

 

 
 

Figure 4. Average scores of strategies 1A, 2A, and 3A on the international test set: accuracy, sensitivity, 

specificity, AUC (left) and true positives, true negatives, false positives, and false negatives (right) 

 

 

 
 

Figure 5. Average scores of strategies 1B, 2B, and 3B on the international test set: accuracy, sensitivity, 

specificity, AUC (left) and true positives, true negatives, false positives, and false negatives (right) 

 

 

Table 2. Compare the average scores of strategies 2A with 3A and 2B with 3B on the international test set 
Case Average accuracy Average sensitivity Average specificity Average AUC 

Strategy 2A 0.859167 0.853333 0.865 0.931078 

Strategy 3A 0.870833 0.856667 0.885 0.943178 

Compare 3A to 2A +0.011666 +0.003334 +0.02 +0.0121 
Strategy 2B 0.854167 0.843333 0.865 0.931333 

Strategy 3B 0.870833 0.866667 0.875 0.939244 

Compare 3B to 2B +0.016666 +0.023334 +0.01 +0.007911 

 

 

Next, we see the average scores on the test set of Vietnamese data set. Figure 6, we can clearly see 

that the test results on the Vietnamese test set are clearly low when the models are trained purely on the 

international data set. Specifically, the highest average accuracy value is 0.413889, the highest average 

specificity value is 0.05, and the highest average AUC value is 0.264938. Although the highest average 

sensitivity value is 0.8, because the average specificity is too low, the models after training are biased 
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towards one class label and ignore the other class label, so the significance of the average sensitivity value is 

not large. Such low results do not reflect the advantages and disadvantages of the weight initialization 

methods for deep learning models. However, these results accurately reflect our hypothesis about the 

differences in data domains and clearly reveal the limitations of the existing international dataset in 

generalizing Vietnamese facial images. With strategies 1B, 2B and 3B, due to the influence of Vietnamese 

children's facial image data samples in the combined training dataset, the average scores have significantly 

improved compared to the training cases with pure international data. Specifically, the highest average 

accuracy value is 0.775, the highest average sensitivity value is 0.9, the highest average specificity value is 

0.661111, and the highest average AUC value is 0.867531. It is worth noting that in these cases, the order of 

results of the strategies has changed compared to the case of evaluating on purely international test data. 

Although strategy 1B with deep learning models trained from scratch still gives the lowest scores, the best 

position among the scores is not fixedly belonging to strategy 2B or strategy 3B. Strategy 3B wins with 

average sensitivity of 0.9 and average AUC of 0.867531 while strategy 2B wins with average accuracy of 

0.775 and average specificity of 0.661111. We also observe more specifically about the difference between 

strategy 2B and 3B in results in Table 3. 

 

 

 
 

Figure 6. Average accuracy, average sensitivity, average specificity, and average AUC on Vietnamese test set 

of strategies 1A, 2A, 3A (left) and 1B, 2B, 3B (right) 

 

 

Table 3. Compare the average scores of strategies 2B with 3B on Vietnamese test set 
Case Average accuracy Average sensitivity Average specificity Average AUC 

Strategy 2B 0.775 0.888889 0.661111 0.866296 
Strategy 3B 0.736111 0.9 0.572222 0.867531 

Compare 3B to 2B -0.038889 +0.011111 -0.088889 +0.001235 

 

 

Thus, although the results have shown the advantage of using transfer learning, the difference 

between using pre-trained weights on the facial expression dataset FER or pre-trained weights on the general 

dataset ImageNet is no longer clearly evident. In our opinion, this is due to the difference in the Vietnamese 

and the international dataset that were pointed out in our hypothesis. Although strategy 3B uses pre-trained 

weights from facial expression data, the dataset FER is not Vietnamese data while the test data considered 

here is purely Vietnamese data. Therefore, strategy 3B no longer has a clear advantage as in the above 

experiment when evaluating on the international test set.  

From the above evidence, we once again see that there is value in initializing the weights of deep 

learning models from models pretrained on facial expression data such as FER or on general data such as 

ImageNet. When conducting further research, especially when working with local data sources such as 

Vietnamese children's facial data, both of these options should be considered. To get a more detailed view, 

we will look at the evaluation results on each individual deep learning model in detail. 

Table 4 describes the detailed comparison of the results of deep learning models between  

strategy 3A and strategy 2A when evaluating on the international test set. When comparing the scores of 

strategies 3A with strategy 2A, we see some changes as follows. For accuracy score, the increase occurs in 3 

models with the largest difference being 0.023333 of DenseNet121 model and the only degradation case is 

ResNet50 with the level of 0.006667. For sensitivity, the increase also occurs in 3 models with the largest 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 5, October 2025: 4762-4773 

4770 

difference being 0.013334 of DenseNet121 model and the only degradation case is AlexNet with the level of 

0.013333. For specificity score, the increase also occurs in 3 models with the largest difference being 0.04 of 

AlexnNet model and the only degradation case is ResNet50 with the level of 0.02. Finally, the AUC also 

increases across the three models with the largest difference being 0.022222 for the DenseNet121 model and 

the only decline being AlexNet with 0.002044. In general, the score difference is not large with the absolute 

value not exceeding 0.04 and usually fluctuating around 0.01. Overall, the impact of the two strategies on 

each deep learning model when evaluated on two international test sets does not have a clear difference. 

 

 

Table 4. Detailed score comparison of strategies 2A with 3A on international test set 
Case Architecture Accuracy Sensitivity Specificity AUC 

Strategy 2A ResNet34  0.873333 0.886667 0.86 0.944756 

Strategy 3A ResNet34  0.89 0.893333 0.886667 0.953778 

Compare 3A to 2A ResNet34  +0.016667 +0.006666 +0.026667 +0.009022 
Strategy 2A ResNet50 0.863333 0.833333 0.893333 0.923911 

Strategy 3A ResNet50 0.856667 0.84 0.873333 0.943111 

Compare 3A to 2A ResNet50 -0.006667 +0.006667 -0.02 +0.0192 
Strategy 2A AlexNet 0.84 0.84 0.84 0.926133 

Strategy 3A AlexNet 0.853333 0.826667 0.88 0.924089 

Compare 3A to 2A AlexNet +0.013333 -0.013333 +0.04 -0.002044 
Strategy 2A DenseNet121 0.86 0.853333 0.866667 0.929511 

Strategy 3A DenseNet121 0.883333 0.866667 0.9 0.951733 
Compare 3A to 2A DenseNet121 +0.023333 +0.013334 +0.033333 +0.022222 

 

 

Next, Table 5 describes the detailed comparison of the results of deep learning models between 

strategy 3B and strategy 2B when evaluating on the international test set. When comparing the scores of 

strategy 3B with strategy 2B, we see some changes as follows. For accuracy score, the increase occurs in 2 

models with the largest difference being 0.053333 of AlexNet model and the only degradation case is 

ResNet34 with the level of 0.006666. For sensitivity, the increase also occurs in 2 models with the largest 

difference being 0.086666 of DenseNet121 model and the only degradation case is ResNet34 with the level 

of 0.073333. 

 

 

Table 5. Detailed score comparison of strategies 2B with 3B on international test set 
Case Architecture Accuracy Sensitivity Specificity AUC 

Strategy 2B ResNet34  0.883333 0.933333 0.833333 0.934622 

Strategy 3B ResNet34  0.876667 0.86 0.893333 0.940044 

Compare 3B to 2B ResNet34  -0.006666 -0.073333 +0.06 +0.005422 
Strategy 2B ResNet50 0.863333 0.86 0.866667 0.943378 

Strategy 3B ResNet50 0.863333 0.86 0.866667 0.938222 

Compare 3B to 2B ResNet50 0 0 0 -0.005156 
Strategy 2B AlexNet 0.83 0.773333 0.886667 0.916311 

Strategy 3B AlexNet 0.883333 0.853333 0.913333 0.931733 
Compare 3B to 2B AlexNet +0.053333 +0.08 +0.026667 +0.015422 

Strategy 2B DenseNet121 0.84 0.806667 0.873333 0.931022 

Strategy 3B DenseNet121 0.86 0.893333 0.826667 0.946978 
Compare 3B to 2B DenseNet121 +0.02 +0.086666 -0.046666 +0.015956 

 

 

For specificity score, the increase also occurs in 2 models with the largest difference being 0.06 of 

ResNet34 model and the only degradation case is DenseNet121 with the level of 0.046666. Finally, the 

AUC also increases across the three models with the largest difference being 0.015956 for the DenseNet121 

model and the only decline being ResNet50 with 0.005156. We see that the absolute values of the score 

deviations have increased significantly when compared to the above evaluation case of strategy 3A and 

strategy 2A. In which, the largest difference is 0.086666 and it is more than twice as high as the largest 

difference of a deep learning architecture between strategy 3A and strategy 2A. This also clearly reflects the 

difference in data domain between Vietnam data and international data. Here we can see the impact of 

Vietnamese children's facial image data when participating in the training data and it clearly has an impact 

on changing the distribution of data in the training set. Next, we consider the detailed comparison of the 

results of deep learning models between strategy 3B and strategy 2B when evaluating on the Vietnamese 

test set in Table 6. 
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Table 6. Detailed score comparison of strategies 2B with 3B on Vietnamese test set 
Case Architecture Accuracy Sensitivity Specificity AUC 

Strategy 2B ResNet34  0.744444 0.777778 0.711111 0.788148 
Strategy 3B ResNet34  0.822222 0.888889 0.755556 0.913086 

Compare 3B to 2B ResNet34  +0.077778 +0.111111 +0.044444 +0.124938 

Strategy 2B ResNet50 0.777778 0.911111 0.644444 0.901728 
Strategy 3B ResNet50 0.7 0.888889 0.511111 0.880494 

Compare 3B to 2B ResNet50 -0.077778 -0.022222 -0.133333 -0.021234 

Strategy 2B AlexNet 0.777778 0.933333 0.622222 0.888395 
Strategy 3B AlexNet 0.711111 0.911111 0.511111 0.823210 

Compare 3B to 2B AlexNet -0.066667 -0.022222 -0.111111 -0.065185 

Strategy 2B DenseNet121 0.8 0.933333 0.666667 0.886914 
Strategy 3B DenseNet121 0.711111 0.911111 0.511111 0.853333 

Compare 3B to 2B DenseNet121 -0.088889 -0.022222 -0.155556 -0.033581 

 

 

Clearly, we have seen strong differences between the resulting scores. For the accuracy score, there 

is only one increase in ResNet34 with 0.077778 and the remaining three decrease with the largest decrease 

being 0.088889 for DenseNet121. For the sensitivity score, we see the same with one increase in ResNet34 

with 0.111111 and three decrease with the overall decrease being 0.022222. For the specificity score, we also 

see one increase in ResNet34 with 0.044444 and three decrease with the largest decrease being 0.155556 for 

DenseNet121. For the AUC score, there is also only one increase in ResNet34 with 0.124938 and the 

remaining three decrease with the largest decrease being 0.065185 for AlexNet. Clearly, the results have a 

stronger discrepancy with the highest difference being 0.155556 and it is significantly higher than the two 

estimates given above when using international test data. This has strongly demonstrated the difference 

between the Vietnamese child facial data domain and the international one. The results were generated with 

the Vietnamese test set and the training data with Vietnamese data in the minority. Therefore, the collection 

of local data such as Vietnamese child facial data for the autism diagnosis system from facial images in 

Vietnam has clearly demonstrated its role and importance through the evidence of the results. 

 

 

5. CONCLUSION 

Our article focuses on analyzing and discussing the role of international and Vietnamese children's 

face data and the influence of different pretrained weights of deep learning models in the autism 

classification problem. The data for the experiments in this study were collected from several kindergartens 

in Ho Chi Minh City, Vietnam along with an international dataset downloaded from the Kaggle platform. 

The proposed research focuses on designing strategies and analyzing and evaluating results to build an 

autism classification application with the facial data of Vietnamese children. The experimental results 

achieved on different metrics such as accuracy, sensitivity, specificity, and AUC. The figures pointed out the 

necessary of pretrained weights of deep learning models and the role of international and Vietnamese 

children's face data in the training phase. We also deeply discuss the exposure of data distribution differences 

in the proposed strategies to highlight the importance of collecting facial data of Vietnamese children for next 

researches. 
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