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 Lake Toba is utilized for aquaculture fishing as a clear example of how this 

technology can be applied. One of the species presents is the red devil fish 

(Amphilophus labiatus), which is known to have started appearing in the last 

10 years. This species is known to be very aggressive and damage the 

ecosystem. When their populations go unchecked, red-devils can cause a 

decline in local fish populations, potentially destroying the balance of the 

food chain in those waters. This study used artificial neural network (ANN) 

and convolutional neural network (CNN) algorithms to successfully create 

two classification models for fish species from Lake Toba: red devil fish 

(Amphilophus labiatus), mujahir fish (Oreochromis mossambicus), sepat fish 

(Trichogaster trichopterus). The purpose of this model is to automatically 

identify fish species by using image-based classification techniques. 

According to the study's findings, both models performed exceptionally well 

and had a high degree of accuracy. This study addresses the lack of effective 

automated fish classification systems for ecosystems like Lake Toba, 

Indonesia, which are threatened by invasive species such as the red devil 

fish. By comparing CNN and ANN models with different activation 

functions and optimizers, we found that CNN with rectified linear unit 

(ReLU) activation and Adam optimizer provides the most accurate and 

stable results. The findings offer practical implications for fisheries 

management and biodiversity conservation. 
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1. INTRODUCTION 

In today's digital era, the application of machine learning (ML) based technology is increasingly 

widespread in various sectors, ranging from health, transportation, to the environment. One of the sectors that 

is starting to explore the great potential of this technology is fisheries, specifically in addressing the 

challenges related to the identification and classification of fish species there are many studies conducted 

using different methods [1], [2]. In addition, many technologies have been built in this context to develop 

advanced systems for underwater fish detection and recognition. Fish are an important part of the marine 

ecosystem as well as human culture and industry [3]. Lake Toba is one of the freshwater waters that has 

natural resources that are very important for people's lives, especially the fishermen who live around it. Lake 

Toba as one of the largest and richest aquatic ecosystems in Indonesia, Lake Toba is utilized for aquaculture 

https://creativecommons.org/licenses/by-sa/4.0/
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fishing being a clear example of how this technology can be applied [4]. The lake has very rich biodiversity, 

including local fish species such as the dominant red devil [5]. It contains a variety of fish species that live 

and breed. One of the species presents is the red devil fish (Amphilophus labiatus), which is known to have 

started appearing in the last 10 years. The presence of invasive species such as red devil fish poses a serious 

threat to the balance of the aquatic ecosystem. This species is known to be very aggressive and can damage 

the ecosystem. Its aggressive characteristics not only disrupt interactions between fish species, but also 

threaten the existence of local fishes that play an important role in maintaining ecosystem balance. Therefore, 

proper management is needed to control the red devil fish population. 

One of the main reasons for the need to detect red devil fish is its high adaptability. This species can 

quickly adjust to a wide range of aquatic environmental conditions. In addition, red devils are voracious 

predators of small fish, which are often endemic or native to a region [6]. When their populations go 

unchecked, red devils can cause a decline in local fish populations, potentially destroying the balance of the 

food chain in those waters. In addition to its aggressive nature and rapid adaptation, the red devil also has a 

very high reproductive rate [7]. This rapid breeding leads to population increases that are difficult to control 

in a short period of time. Its main breeding areas include around Lake Toba, which is one of the largest and 

most important freshwater ecosystems in Indonesia. The aquatic ecosystem of Lake Toba itself has been 

disrupted by the dominance of this species, given that Lake Toba is one of the vital freshwater sources for the 

surrounding region [8]. 

Red devil fish (Amphilophus labiatus) is characterized by a slender body that is similar to tilapia, 

but is distinguished by hard, leathery scales and pointed anal and dorsal fins. As an invasive species, it has 

high adaptability, fast growth, and easy reproduction. Red devil fish tend to be omnivorous with plankton, 

especially from the Chlorophyceae class, being their main food, and show flexibility in utilizing food 

resources [9]. The body size of fish found in Jatibarang Reservoir ranged from 8-18.5 cm, with an average 

weight of 47.8 grams The tilapia (Oreochromis mossambicus) is an important freshwater fish species in 

aquaculture. This species has a high tolerance to various environmental conditions, fast growth, and is easily 

spawned, making it a major commodity in various regions, including Merauke [10]. Tilapia is known as an 

invasive species that is able to live together with tilapia (Oreochromis niloticus), often causing hybridization 

that decreases genetic diversity. In molecular studies, tilapia showed low levels of genetic distance from 

similar species, with only one haplotype identified. This fish has a body size of 20-40 cm and is often found 

in abundance in nature, making it an affordable main source of protein for the community The sepat fish 

(Trichogaster trichopterus), a species of the family Anabantidae, has morphological characteristics that can 

adapt to its habitat. It originated from Southeast Asian waters and was introduced to Indonesia in 1934. It can 

live in lentic (such as reservoirs) and lotic (such as rivers) waters [11]. It is body morphology differs 

according to habitat: fish from rivers have more elongated bodies and straight backs to adapt to fast currents, 

while fish from reservoirs have curved backs to adapt to still water. In addition, sepat fish have the advantage 

of modified whip-like pectoral fins for touch, which help to survive in extreme environments. 

To address these challenges, the development of a machine learning-based system is a promising 

solution. Using this technology, the system can be trained to recognize the unique traits of each species, thus 

being able to accurately distinguish red devil from mujahir and sepat. This system not only helps in detecting 

the presence of invasive species, but also supports the conservation of local fish that are important to the 

ecosystem. Through the application of machine learning, fish species identification can be done efficiently, 

both on a research and water management scale. This technology is expected to be an effective tool in 

environmental conservation efforts, while supporting the sustainability of freshwater ecosystems in the 

future. Furthermore, with the ability to quickly and accurately identify red devils, the system can also help 

cull the invasive fish population in a targeted and systematic manner [12], [13]. By utilizing technology to 

track and control the spread of red devils, we can reduce their negative impact on local fish. The use of 

methods such as mass capture or focused culling of red devil populations can be done more efficiently, 

significantly reducing the number of invasive fish, and providing space for local fish to reproduce. With this 

approach, it is hoped that Lake Toba can be restored, maintain ecosystem balance, and support the survival of 

native fish species that are an important resource for the surrounding community. 

Application of convolutional neural network (CNN) algorithm for automatic identification of 

various fish species. CNN is effective in image processing, with a structure consisting of multiple 

convolution and pooling layers that extract features from fish images. Preprocessing, including image 

resizing and normalization, is performed prior to model training. The dataset used consisted of live captured 

fish images [14], [15]. The training results showed an accuracy of 85.18%, indicating that the CNN was able 

to classify fish well, despite the challenge of distinguishing similar species. This research contributes to the 

development of an automatic identification system that is beneficial to researchers and observers in the field 

of aquatic biology[16]. 
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Based on the findings and approaches proposed by two previous researchers, we decided to use 

convolutional neural network (CNN) and artificial neural network (ANN) algorithms as the main methods in 

classifying fish species found in Lake Toba [17], [18]. The CNN algorithm was chosen because of its 

superior ability to recognize visual patterns from images, such as shape, texture, and fish-specific features, 

while ANN is used to process additional data or other numerical features that support the classification 

process. The combination of these two algorithms is expected to provide more accurate and reliable results in 

identifying fish species in the region. 

This study presents a novel combination of CNN and ANN for multi-class fish species classification 

using image data. Unlike most existing approaches that rely on a single architecture, we evaluate the 

comparative performance of both models using two activation functions (rectified linear unit (ReLU) and 

Tanh), optimizers (Adam and stochastic gradient descent (SGD)), and multiple learning rates. This integrated 

approach allows a deeper understanding of how activation and optimization choices affect classification 

outcomes for real-world aquatic datasets. 

 

 

2. METHOD 

2.1.  Research diagram 

 The data collection process carried out by researchers was carried out manually, by taking image 

samples directly in the area around Lake Toba. The specific location of data collection was focused on the 

Balige area, which is one of the strategic areas around Lake Toba. The data collection involved capturing 

images of fish at various angles and lighting conditions to ensure data diversity that could support accuracy 

in the process of analyzing and classifying fish species. This manual approach allows researchers to directly 

ensure the quality of the data and its relevance to the research needs. The complete flow of building the 

machine learning model has been summarized in a research diagram. 

 A research diagram is a form of visualization that describes the systematic flow of research carried 

out with the aim of making it easier to understand the flow of work. The diagram will describe the main steps 

of the research presented in a structured manner starting from problem identification to conclusion. The use 

of this diagram will help to ensure the research runs and convey broader information. The research diagram 

can be seen in Figure 1. 

 

 

 
 

Figure 1. Research flow 

 

 

2.2.  Data collection 

 After conducting a literature study, the next step is to collect data manually. The data was collected 

manually by photographing from various angles such as the side, top, front, and also the back from different 

angles [19]. This is done to further enrich the variety of data. After taking pictures of the fish manually, the 

original data was collected as many as 651 images. The following is sample data from the data that will be 

used as a dataset. 

 

2.3.  Preprocessing data 

 After collecting the images manually, the images are entered into the Roboflow for the processing 

stage. Then the first thing to do is to label each image where there are three labels, namely red devil  
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(Figure 2(a)), mujahir (Figure 2(b)), and sepat (Figure 2(c)). After all the images have been labeled, to 

further increase the number of images, the augmentation process is carried out. The augmentation process 

involves rotation, flipping, brightness, crop, and zooming techniques to create new variations of the original 

data [20]. The more data used in training the model, the more the model's capabilities will increase as more 

patterns or images will be learned. So, after the augmentation process, the number of images collected is 

3,063 images. 

Preprocessing serves to prepare the datasets required in the project in a structured and efficient way. 

The uses of preprocessing in this context include: Data collection (collecting all image files from the dataset 

folder and organizing them by category. This makes it easy to identify and access the data required for model 

training) [21], [22]. Dataset organization (dividing the dataset into three subsets namely train, test, and 

validation data which will aim to accurately evaluate the performance of the model). This division prevents 

overfitting and ensures the model can generalize well. Organized folder structure (copy files into separate 

folders based on predefined sets. This eases the process of data management and access when conducting 

training and testing).  

 

 

   
(a) (b) (c) 

 

Figure 2. Image sampling (a) Amphilophus labiatus (red devil), (b) Oreochromis mossambicus (mujahir), and 

(c) Trichopodus pectoralis (Flatfish) 

 

 

2.4.  Feature extraction 

 At this stage, the unique patterns of each fish species are examined. Features include body color, fin 

shape, texture patterns, and other traits. Using CNN and ANN techniques, all features will be extracted to 

provide a more accurate representation for use in classification [23], [24]. Feature extraction is a crucial stage 

in the fish classification process, where the distinctive physical characteristics of each species such as body 

coloration, fin morphology, texture patterns, and overall body shape are systematically analyzed to capture 

meaningful visual representations. CNNs play a central role in this phase due to their ability to automatically 

learn hierarchical spatial features directly from raw image inputs. Through convolutional filters, CNNs can 

effectively detect edges, color gradients, textures, and complex patterns that differentiate one species from 

another, even when variations in lighting, orientation, or fish pose occur. This automated feature-learning 

capability allows CNNs to generate highly discriminative and robust feature maps, providing a more accurate 

and reliable foundation for the classification stage. By relying on CNN-based feature extraction, the system 

can achieve consistent performance and improved recognition accuracy across diverse datasets [24]. 

 

2.5.  Training model 

At this stage the machine learning model is trained using training data to learn patterns and 

relationships between input and output features. Modeling is done iteratively until finding a model that can 

work well where it can predict the type of fish, namely red devil, mujahir, and also sepat. The result is a 

model that can predict or classify new data based on learned patterns [24], [25]. 

 

2.6.  Model evaluation 

At this stage, assessing the performance of the trained model using validation or test data. The aim 

is to measure how well the model works on data that has not been seen before to detect issues such as 

overfitting or underfitting. This stage helps in selecting the best reliable model for implementation. 

 

 

3. RESULTS AND DISCUSSION 

In research on the classification of fish found in Lake Toba, namely red devil fish  

(Amphilophus labiatus), mujahir fish (Oreochromis mossambicus), sepat fish (Trichogaster trichopterus) 
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using 2 models, namely convolutional neural network and artificial neural network. Where all data is still 

taken manually due to limited datasets which are then processed using Roboflow so that the amount of data 

used is 3,063 images. To implement two hyperparameter activation functions, namely ReLU and Tanh [26], 

[27]. Several experiments were conducted to find the best accuracy, precision, recall and F1-score values by 

combining the activation function along with several optimizers and learning rates. The experiments were 

conducted by using an epoch value of 25. Then by using a learning rate of 0.01 and 0.001 [28]. Also, by 

using SGD optimizer for Tanh and Adam for ReLU. In the experiment, the epoch value of 25 is more 

effective, because in the training process the best accuracy value can be generated at epochs 21 to 37 by 

using the EarlyStop method so that the training process can be stopped at a certain epoch when it reaches 

the lowest loss value and in the next 5 epochs it does not decrease the loss value. This is done to avoid 

overfitting the model. 

 

3.1.  CNN 

3.1.1. Input layer  

a. Epoch 15 

˗ Learning rate 0.1 with Tanh and ReLU activation 

When the learning rate is set high, like 0.1 as shown in Table 1, the model learns quickly at first, but 

this can cause problems in deeper layers. The Tanh activation function may struggle with vanishing 

gradients, making it hard for the model to learn effectively. On the other hand, ReLU helps by keeping the 

gradient strong, which makes learning more stable. However, a very high learning rate can cause the model 

to jump over the best solution, leading to unstable loss values. It is important to keep an eye on the validation 

results to spot any signs that the model’s performance. 

 

 

Table 1. The validation results with 0.1 (learning rate) 
Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.97 1.00 1.00 1.00 

Amphilophus labiatus 0.94 1.00 0.97 

Trichopodus pectoralis 1.00 0.94 0.97 
ReLU Adam Oreochromis mossambicus 0.33 0.00 0.00 0.00 

Amphilophus labiatus 0.33 1.00 0.50 

Trichopodus pectoralis 0.00 0.00 0.00 

 

 

˗ Learning rate 0.01 with Tanh and ReLU activation 

A lower learning rate (0.01) encourages more stable weight updates as shown in Table 2, which is 

especially useful for Tanh, which suffers from delayed convergence owing to saturating gradients. ReLU 

adds to this option by retaining gradient propagation, although the model may need longer epochs to reach 

equal accuracy to the higher learning rate setup. This setup is less susceptible to rapid performance changes, 

making it ideal for fine-tuning. 

 

 

Table 2. The validation results with 0.01 (learning rate) 
Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 0.98 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 

Trichopodus pectoralis 1.00 1.00 1.00 

ReLU Adam Oreochromis mossambicus 0.93 1.00 1.00 1.00 
Amphilophus labiatus 0.94 1.00 0.97 

Trichopodus pectoralis 1.00 0.94 0.97 

 

 

3.1.2.  Hidden layer  

a. Epoch 20 

˗ Learning rate 0.1 with Tanh and ReLU activation 

The 0.1 learning rate with Tanh activation shows effective feature transformation in the hidden layers 

at mid-training (epoch 20) as Table 3. Although the rapid learning rate may result in oscillatory behavior in 

weight updates, the concurrent usage of ReLU aids in maintaining gradient flow across the network's 

intermediate representations. Batch normalization between layers helps this design, which is especially 

sensitive to appropriate initialization. 
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Table 3. The validation results with 0.1 learning rate (Epoch 20) 
Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.97 1.00 1.00 1.00 
Amphilophus labiatus 0.94 1.00 0.97 

Trichopodus pectoralis 1.00 0.94 0.97 

ReLU Adam Oreochromis mossambicus 0.50 0.00 0.00 0.00 
Amphilophus labiatus 0.50 1.00 0.50 

Trichopodus pectoralis 0.00 0.00 0.00 

 

 

˗ Learning rate 0.01 with Tanh and ReLU activation 

More controlled feature refinement is made possible by the hidden layers' lower learning rate of 

0.01, Tanh offers smooth nonlinear transformations, while ReLU keeps gradients from completely 

disappearing, shown in Table 4. Although it could take more epochs to attain performance comparable to 

higher learning rate configurations, this combination usually exhibits more consistent loss reduction during 

mid-training phases. For networks with intricate hierarchical feature representations, this configuration is 

frequently preferred due to its stability. 

 

 

Table 4. The validation results with 0.01 learning rate (Epoch 20) 
Aggregate function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 1.00 1.00 1.00 1.00 
Amphilophus labiatus 1.00 1.00 1.00 

Trichopodus pectoralis 1.00 1.00 1.00 

ReLU Adam Oreochromis mossambicus 0.94 1.00 0.94 0.97 
Amphilophus labiatus 0.94 1.00 0.97 

Trichopodus pectoralis 1.00 1.00 1.00 

 

 

3.1.3. Output layer  

a.  Epoch 25 

˗ Learning rate 0.1 with Tanh and ReLU activation 

Table 5 present the 0.1 learning rate with Tanh activation at the output layer during later training 

stages (epoch 25) might speed up final changes to decision boundaries, which is especially helpful for 

constrained output spaces. However, when applied to final layers, ReLU's unbounded positive output  

might need to be carefully scaled, which could cause instability in the network's predictions. To avoid 

overfitting during these crucial final updates, this arrangement necessitates careful monitoring of validation 

metrics. 
 

 

Table 5. The validation results with 0.1 learning rate (Epoch 25) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.97 1.00 1.00 1.00 

Amphilophus labiatus 0.96 1.00 0.98 

Trichopodus pectoralis 1.00 0.96 0.98 
ReLU Adam Oreochromis mossambicus 0.50 0.00 0.00 0.00 

Amphilophus labiatus 0.50 1.00 0.50 

Trichopodus pectoralis 0.00 0.00 0.00 

 

 

˗ Learning rate 0.01 with Tanh and ReLU activation 

Tanh produces outputs that are inherently bounded, which may be useful for some tasks, and the 

output layer's 0.01 learning rate allows for exact fine-tuning of classification bounds. ReLU's addition to the 

output layer can work well when combined with this conservative learning rate and appropriate normalization 

methods. Although it could take more time to train the network to its maximum potential, this configuration 

produces more stable final models, as illustrated in Table 6. In the graph in the Figure 3, for the model using 

the optimizer SGD shows that the lowest loss value occurs at the 10th epoch, then the value of the best 

accuracy occurred at the 10th epoch. 

 

3.1.4. Convolution layer 

The input layer of the CNN algorithm shows that the CNN model accepts images as input with a 

size of 224 pixels high, 224 pixels wide, and 3 color channels (RGB) as shown in Figure 4. These images 

come from a dataset that is processed using the load_img function and resized to fit those dimensions. This 
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size is used as a standard to enable convolution and pooling operations in the network, where each image will 

go through the process of extracting features such as patterns, textures, and edges. A consistent input size is 

essential for the model to optimally learn the feature representation at each layer. 

 

 

Table 6. The validation results with 0.01 learning rate (Epoch 25) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 1.00 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 1.00 1.00 1.00 

ReLU Adam Oreochromis mossambicus 0.50 1.00 1.00 1.00 

Amphilophus labiatus 0.96 1.00 0.96 
Trichopodus pectoralis 1.00 0.94 0.98 

 

 

  
 

Figure 3. Loss plot vs accuracy plot 

 

 

 
 

Figure 4. Image formatting 

 

 

3.2.  ANN 

3.2.1. Epoch 15 

˗ Learning rate 0.1 with Tanh and ReLU activation 

At epoch 15(as shown in Table 7), with a high learning rate of 0. 1, models using both Tanh and 

ReLU start to learn very quickly. This fast learning can help reach the best solution faster, but it also makes it 

easier to go past the best point, especially with Tanh, which can stop working properly. ReLU  

handles this better because it does not stop working as easily, but it can still have a problem if the changes 

become too big. 
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Table 7. The validation result with 0.1 learning rate 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.99 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 1.00 1.00 1.00 

ReLU Adam Oreochromis mossambicus 0.33 0.00 0.00 0.00 

Amphilophus labiatus 0.00 0.00 0.00 
Trichopodus pectoralis 0.33 1.00 0.50 

 

 

˗ Learning rate 0.01 with Tanh and ReLU activation 

Using a learning rate of 0. 01 at epoch 15 helps both Tanh and ReLU converge more steadily. Tanh 

gives smoother gradient changes in the middle range, while ReLU allows quicker training because it is 

simpler and uses less data. By this point, both activation functions start to improve consistently with less 

chance of becoming unstable, as shown in Table 8. 

 

 

Table 8. The validation result with 0.01 learning rate 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 0.98 0.97 0.97 0.97 
Amphilophus labiatus 1.00 1.00 1.00 

Trichopodus pectoralis 0.97 0.97 0.97 

ReLU Adam Oreochromis mossambicus 0.33 0.00 0.00 0.00 
Amphilophus labiatus 0.44 1.00 0.61 

Trichopodus pectoralis 1.00 0.73 0.84 

 

 

3.2.2. Epoch 20 

˗ Learning rate 0.1 with Tanh and ReLU activation 

At epoch 20, a learning rate of 0. 1 might still work well and lead to quick improvements, but there 

could be signs of problems, especially in networks that use Tanh. These networks might struggle with 

vanishing gradients in deeper layers. ReLU can still work, but if the learning rate is too high, it might cause 

the loss to fluctuate a lot. This setup might be better for simpler networks or ones that use batch 

normalization (shown in Table 9). 

 

 

Table 9. The validation result with 0.1 learning rate (Epoch 20) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.99 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 0.97 0.97 0.97 

ReLU Adam Oreochromis mossambicus 0.33 0.00 0.00 0.00 

Amphilophus labiatus 0.33 1.00 0.50 
Trichopodus pectoralis 0.70 0.43 0.23 

 

 

˗ Learning rate 0.01 with Tanh and ReLU activation 

With a learning rate of 0.01, both activation functions show steady progress by the 20 th epoch,  

as shown in Table 10. Tanh keeps performing well in tasks where the output needs to stay within a  

certain range, while ReLU keeps being effective in situations where only some neurons are active. The 

slower learning rate helps prevent the model from going off track and improves how well it works with new 

data. 

 

 

Table 10. The validation result with 0.01 learning rate (Epoch 20) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 0.98 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 0.97 0.97 0.97 

ReLU Adam Oreochromis mossambicus 0.66 0.44 0.77 0.66 

Amphilophus labiatus 0.74 1.00 0.81 
Trichopodus pectoralis 1.00 0.83 0.88 
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3.2.3. Epoch 25 

˗ Learning rate 0.1 with Tanh and ReLU activation 

By the 25th epoch (according to Table 11), using a learning rate of 0.1 can cause training to 

become unstable or stop improving, especially when using Tanh because it reacts strongly to big changes  

in gradients. ReLU might still work okay, but there's a chance the model could bounce around the lowest 

points without settling. This setup is usually not advised unless you also use a learning rate that decreases 

over time. 

˗ Learning rate 0.01 with Tanh and ReLU activation 

At this stage, there is a learning rate of 0. 01 still helps the training go smoothly and reliably for both 

activation functions. Tanh gives outputs that are more centered, which can be useful in some network 

designs, while ReLU keeps performing well because it is simple and efficient. This setup works well for 

training deeper than 25 epochs, as illustrated in Table 12. 

 

 

Table 11. The validation result with 0.1 learning rate (Epoch 25) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.1 Oreochromis mossambicus 0.99 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 0.97 0.97 0.97 

ReLU Adam Oreochromis mossambicus 0.33 0.00 0.00 0.00 

Amphilophus labiatus 0.33 1.00 0.50 
Trichopodus pectoralis 0.00 0.00 0.00 

 

 

Table 12. The validation result with 0.01 learning rate (Epoch 25) 

Aggregate Function Optimizer Learning rate Class Val Acc Precision Recall F1-Score 

Tanh SGD 0.01 Oreochromis mossambicus 0.99 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 
Trichopodus pectoralis 1.00 1.00 1.00 

ReLU Adam Oreochromis mossambicus 0.97 1.00 1.00 1.00 

Amphilophus labiatus 1.00 1.00 1.00 

Trichopodus pectoralis 1.00 1.00 1.00 

 

 

Then Figure 5 shows a graph of accuracy and loss from one of the tests with the highest accuracy 

value shown above. Both the training and validation losses keep going down as the model goes through more 

training rounds, which means the model is learning well. The validation loss stays close to the training loss 

without a big gap, showing that the model is not overfitting, meaning it does not do great on training data but 

worse on new, unseen data. The final loss values are low, around 0.1, which is a good sign for how well the 

model works. Both training and validation accuracies go up overtime, reaching very high levels, more than 

90%. The validation accuracy follows the training accuracy closely, which again shows the model is not 

overfitting. The final accuracy values are high, around 95% for training and just a little lower for validation. 

 

 

 
 

Figure 5. Loss and accuracy plot 
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4. CONCLUSION 

A key contribution of this work lies in the systematic evaluation of activation functions and 

optimizers in both CNN and ANN models for aquatic image classification. This comparison offers new 

insights into the architectural performance trade-offs. Future extensions include integrating this system into 

real-time monitoring platforms for invasive species management and adapting the framework to classify 

other species in diverse ecosystems. This research successfully developed two classification models for fish 

species from Lake Toba, namely red devil fish (Amphilophus labiatus), mujahir fish (Oreochromis 

mossambicus), sepat fish (Trichogaster trichopterus) using ANN and CNN algorithms. This model is 

designed to utilize image-based classification techniques to automatically detect fish species. From the 

research results, both models showed excellent performance with a high level of accuracy. The CNN model 

gave the best results on the test data with a combination of ReLU activation function and Adam optimizer. 

The ANN model, with a similar configuration, also showed excellent performance, proving that both 

approaches are equally effective in image classification tasks. Reportedly, the CNN model with ReLU 

activation function is more stable and fast in the training process than the ANN. Tests were conducted on 

10% of the data from the total dataset (3,063 images) that had been separated as test data. To address the 

challenge of limited training data and enhance model robustness, the implementation of advanced data 

augmentation techniques is strongly recommended. Below are the details of the test results on the test data 

for each fish species: red devil: All images were classified correctly without error. Mujahir: The model was 

able to recognize this species with perfect accuracy. Flathead: No classification errors occurred, indicating 

the model can distinguish the unique features of this fish. The classification technique used was image-based 

classification with a deep learning model. CNNs are designed to extract visual features from images using 

convolution, pooling and dense layers, while ANNs process flattened image data to generate predictions. 

Both techniques enable the recognition of complex patterns in fish images, with features such as body shape, 

texture, and color as key indicators. Overall, this research makes a significant contribution in supporting the 

operational efficiency of the fisheries sector and biodiversity conservation in Lake Toba. The results can 

serve as a basis for the implementation of similar technologies in other water areas. 
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