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 With the increasing use of emails in our daily lives, they have become a 

prime target of phishing attacks, posing a significant threat to users. 

Attackers pretend to be trusted sources and use email phishing attacks to 

trick people into clicking malicious links or opening attachments. The aim of 

these attacks is to obtain sensitive information, such as financial information, 

login credentials, and personally identifiable information. Emails have 

attributes including the URL, sender, subject, receiver(s), and body. This 

paper proposes a hybrid intelligence model that integrates machine learning 

algorithms (ML) and natural language processing (NLP) techniques for 

email phishing detection. Three ML algorithms are employed: logistic 

regression, decision tree, and random forest. In addition, a customized 

ChatGPT model has been developed to receive email classification results 

from the hybrid model. This model educates users on recognizing phishing 

emails by explaining email classifications, highlighting keywords, and 

offering security tips. The proposed approach to detecting phishing emails 

raises awareness and educates users on recognizing and reporting email 

phishing attacks. 
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1. INTRODUCTION 

Email phishing targets organizations and individuals. Cyber attackers trick victims into opening fake 

forms or links to enter their sensitive information. This technique allows attackers to steal the victim's 

financial data, login credentials, or personally identifiable information. Since email phishing attacks are a 

growing concern, they cause significant economic, legal, and reputational damage. While traditional 

detection methods, such as blacklists, signature-based techniques, blocking messages with specific phrases, 

and statistical methods, have been effective, they struggle to keep up with ever-evolving phishing tactics  

[1], [2]. This limitation has led to the development of more advanced email phishing detection techniques [3], 

[4]. It is worth mentioning that analyzing the email, specifically through sender address, subject line, and text 

body, is the most used method to identify phishing attempts [1]. 

Phishing and spam emails are a significant concern. In 2023, about 45.6% of the emails sent 

worldwide were identified as spam or phishing, down from 49% in 2022. Spam and phishing emails remain a 

large part of email traffic; however, their share has significantly decreased since 2011 [5], [6]. Even with the 

decrease in the percentage of total traffic that phishing emails make up; there is still a need to protect users 
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from email phishing fraud. The rise in phishing attempts, combined with the limitations of traditional phishing 

detection methods, calls for more advanced solutions, such as machine learning (ML) algorithms [2]. In this 

paper, we focus our work on three ML algorithms. However, there are other solutions to such a problem. 

Logistic regression is one of the simplest and first algorithms used in phishing and spam email 

classification; while it was not the best, it had significant involvement and improved the classification 

accuracy [7]. Another ML algorithm is the random forest (RF) classifier, built from a set of decision trees. 

The final classification is reached through aggregating the outputs from all decision trees. It involves 

independent training data and randomly selected features to train the model [8], [9]. The third ML algorithm, 

the decision tree, is easy to interpret and visualize and can handle both categorical and numerical features. 

This method gives various features that can be used to detect phishing emails [10]. 

While multiple ML and deep learning algorithms were used in email phishing detection, our 

research work focuses on ML since they established effectiveness in detecting phishing emails [2], [6].  

A study that used logistic regression to classify emails based on textual features achieved an accuracy of 

92.5% [11]. Another study integrated natural language processing (NLP) into logistic regression to extract 

features from the email body. It achieved an accuracy of 90.8% [12]. In another study, a decision tree 

classifier was trained on a large dataset that included various features such as email headers, body content, 

and embedded links. The proposed model achieved a higher accuracy of 94.1%, outperforming earlier 

approaches that utilized logistic regression [13]. Another work used a decision tree classifier to detect 

phishing emails with an accuracy of 93.2% [14]. 

Previous studies achieved promising email phishing classification results. However, there is a need 

for further improvement to cope with the evolving email phishing tactics used by attackers. In [15], a random 

forest classifier was applied to a dataset of phishing and safe emails containing email bodies, titles, headers, 

and other extracted information. The RF classifier achieved an accuracy of 96.4%. Another study used a 

random forest classifier in addition to using feature selection methods, such as filter, wrapper, and embedded 

methods. It achieved 97.2% classification accuracy [16]. Another study investigated the effectiveness of large 

language models (LLMs) in detecting phishing emails. The study concluded that GPT 3.5, ChatGPT, and 

GPT 3.5 Turbo Instruct exhibited high classification accuracies [17]. Another study tested the effectiveness 

of using LLMs in detecting phishing websites. Results indicated that GPT-4V achieved 98.7% accuracy [18].  

The previous two papers discussed the effectiveness of utilizing LLMs in email phishing detection, 

concentrating on threat identification. The existing models frequently need a user-centric approach and a 

model that explains to users the rationale behind classifying an email as phishing, which is essential for 

sustained user awareness. This work addresses these limitations by employing LLMs not only for phishing 

detection but also for delivering real-time feedback that aids users in recognizing the indicators of email 

phishing attacks. By integrating interactive feedback, our model provides users with the ability to recognize 

phishing attacks.  

Recent academic studies have used complex deep-learning architectures, especially transformer and 

convolutional models, to enhance email phishing detection. For example, a study utilized BERT-based 

embeddings optimized through a hill-climbing hyperparameter strategy. The study achieved 95% accuracy 

on a well-known Kaggle dataset [19], [20]. Furthermore, a feature-selection-based model was developed that 

included 79 static header and body features. It performed textual analysis on 661,000 emails. It achieved 

95.97% accuracy with 0.1% false positives [16]. Another study utilized multi-agent and LLM-driven 

systems. The MultiPhishGuard framework employed five special agents for text, URLs, metadata, adversarial 

testing, and explanation. The agents’ work was coordinated through reinforcement learning, yielding 97.9% 

accuracy and a 0.2% false-negative rate [21]. A follow-up study introduced a debate-driven configuration 

where two LLM agents were used to verify the legitimacy of an email before a judge model decided. This 

method improved detection and interpretability across multiple phishing datasets [22]. 

In this paper, we employ machine learning techniques to classify user-supplied email texts as 

legitimate or phishing. Moreover, the classification results are sent to OpenAI's GPT 3.5 using a unique 

application programming interface (API) and private key to communicate with. The GPT supplements the email 

classification results with information, such as the primary keywords used for classification. The private key 

used is 32 characters long and consists of alphanumeric characters. The key is generated by OpenAI when we 

created the API key through its platform using a secure random generation process that ensures its uniqueness 

and security [17]. The API key does not change periodically. Therefore, it is the user's responsibility to generate 

new keys or rotate them as needed. The model reads the user's email content to provide real-time feedback. 

Furthermore, once the user uploads an email, the model warns the user if the email contains any potential 

security threats, such as suspicious web links or attachments. Besides, it provides real-time assistance in 

recognizing email phishing attacks, improving an individual's ability to identify and manage mail-related risks. 

This assistance and feedback include a list of words to notice for future emails, explaining to the user the reason 

behind email classification as phishing, and providing relevant security tips. 
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The rest of the paper is organized as follows. Section 2 explores the proposed phishing detection 

tool and data collection methods. Section 3 discusses the experimental results, while section 4 concludes the 

paper and discusses future directions. 

 

 

2. PROPOSED PHISHING DETECTION TOOL 

With the great dependency on the internet these days and the increase in cyberattacks, 

cybersecurity awareness is essential to train and educate employees [23]. Phishing attacks are prevalent and 

target organizations of different sizes. As a mitigation strategy, organizations implement email phishing 

detection measures, such as blocklists and statistical classification. However, these protective measures are 

ineffective against sophisticated phishing attacks [23]. Due to the limitations of traditional email phishing 

detection methods, novel solutions are needed. This paper proposes an email phishing detection and 

classification method that utilizes artificial intelligence (AI) and ML. Our proposed method also uses a 

ChatGPT model to provide a real-time explanation so the user understands why an email is classified as 

phishing. Therefore, the proposed method spreads cybersecurity awareness and educates employees about 

phishing email attacks. 

In study [24], the technology acceptance model (TAM) was utilized to investigate the effectiveness 

of using AI in spreading cybersecurity awareness. Another study developed an AI-based cybersecurity 

framework focused on threat forecasting and threat tree analysis [25]. In [26], the Delphi technique was 

utilized in developing cybersecurity awareness. It applied the Delphi technique to develop effective 

cybersecurity awareness strategies to employees.  

Our proposed model uses the Python programming language, with the ‘sklearn’ library for ML 

algorithms. 80% of the dataset is used for training and 20% for testing. In addition, to evaluate effectiveness 

of the email classification model, we used the F1 score, precision, accuracy, and confusion matrix. Finally, 

we have used an optical character recognition (OCR) tool called pytesseract, provided by Google’s OCR 

engine. We used the OCR tool to extract information from emails uploaded by the user as images and PDF 

files. Our phishing detection tool also accepts emails as text. Furthermore, the OpenAI API connects our 

code to OpenAI’s LLM GPT 3.5. This functionality enables our model to transmit behavioral instructions, a 

prompt, and input parameters from the code to OpenAI’s LLM GPT 3.5 [27]. In this case, the user’s email 

and the ML prediction use the API to communicate with GPT 3.5 to return real-time feedback that provides a 

prediction and the reason behind email classification. 

The three machine learning models are trained using a labeled dataset comprising phishing and 

legitimate emails. The dataset used in training this model is called Phishing_Email.csv, containing email 

texts labeled “Phishing Email” or “Safe Email.” Before the training phase, all entries with missing values 

are eliminated, and the labels are transformed into binary values, where 0 indicates phishing and 1 indicates 

a safe email. A desktop application is developed using Python and the Tkinter framework to run the three 

machine learning models and offer the user an enjoyable experience via a graphical user interface. The 

training and testing processes are conducted concurrently through Python's ThreadPoolExecutor to enhance 

efficiency, where multiple threads run simultaneously. After testing, the model with the highest accuracy is 

selected to make predictions within the application. Our interface allows users to upload an email in three 

formats: raw text, PDF, or image. The PyPDF2 library is used to extract information from PDF files, while 

the Tesseract OCR engine, via the pytesseract library, is used to extract information from emails uploaded 

as images. Once the email content is retrieved, it is processed through the same TF-IDF vectorizer and 

forwarded to the chosen classifier for prediction. The output consists of a straightforward message 

informing the user whether the email is likely to be phishing or safe. Figure 1 shows the user interface for 

our model with two test cases. The first case is classified as phishing, while the second case is classified as 

a safe email. 

The proposed model is trained on a large email dataset containing 28,748 entries. The prediction 

model receives a new email as text, a screenshot, or a PDF file. Next, the prediction model preprocesses the 

uploaded email to extract specific features, such as subject, sender information, and email body. Thereafter, 

the prediction model runs logistic regression, random forest, and decision tree classifiers concurrently. Next, 

the prediction model identifies the classifier with the best result by comparing the classifiers’ accuracy, 

F1 score, recall, and precision. It then transmits the chosen classifier’s output to the GPT model via API. 

Then, GPT is used to provide the user with personalized feedback that includes justification for the email 

classification result. It also highlights keywords that aid in determining the classification result. Finally, it 

gives advice that aids the user in identifying future phishing emails. Figure 2 shows the operational cycle of 

the proposed prediction model. 
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Figure 1. Model user interface 

 

 

 
 

Figure 2. Prediction model cycle 

 

 

After the training data is analyzed, the most frequent words are expressed using a “word cloud” after 

cleaning the dataset. The word cloud images are generated using a Python library called WordCloud, which 

visualizes the frequency of occurrence for each word after removing stop words, since they are useless. The 

higher the word frequency, the bigger the size drawn on the cloud. The word cloud images are split into two, 

one for legitimate and the other for phishing emails, as shown in Figures 3 and 4. Figure 4 shows that 

phishing emails are mainly related to financial incentives, well-known companies, popular products, and 

different offers to lure victims. Multithreading is used to implement the prediction model. To optimize 

processor performance, three machine algorithms, logistic regression, random forest, and decision tree, run 

concurrently on three different processor cores. Table 1 shows the experimental results for the three machine 

learning algorithms during training and testing. We applied data cleaning and preprocessing to the dataset, 

such as removing the empty records. Then, the data is trained using the three previously mentioned ML 

algorithms; each ML algorithm runs on a separate thread. After the training phase, the model is ready to 

receive new emails for classification. The email classification result and uploaded email are fed into GPT, 

which provides the user more information and feedback about the classification result and recommendations 

for dealing with similar future emails. 

 

 

  
 

Figure 3. Safe emails word cloud 

 

Figure 4. Phishing emails word cloud learning 
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The dataset consists of 18,634 emails. Each email is represented by three features: ID, email text, 

and email type. The dataset is preprocessed by removing duplicates and empty entries. The dataset used in 

training and testing consists of 11,322 legitimate and 7,312 phishing emails. Figure 5 shows the dataset email 

distribution. Furthermore, a test case was conducted by uploading a legitimate email to the email phishing 

detection model. The model’s classification is correct, and the query is sent to the GPT using our API. The 

GPT responded with an explanation of why the email is classified as safe, in addition to some tips for 

identifying future similar emails. Figure 6 shows the screenshot of this interaction. 

 

 

 
 

Figure 5. Dataset email distribution 

 

 

 
 

Figure 6. Model final output 

 

 

Table 1. Classifiers' training and testing results after splitting our data into 80% training and 20% testing 
Classifier Training Testing 

Logistic regression 98.32% 97.20% 
Decision tree classifier 98.87% 98.87% 

Random forest classifier 98.87% 96.69% 

 

 

We used the GridSearchCV with cross-validation to tune the hyperparameters of the three machine 

learning algorithms. The GridSearchCV is used to find the optimal combination of hyperparameters for each 

machine learning algorithm. We used the following parameters for the Random Forest classifier to balance 
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model complexity with training time. These parameters allow the random forest classifier to build trees with 

enough depth and a suitable number. 

 

max_depth: can take the values {none, 10, 20, 30, 40, 50}. We set it to none to allow maximum tree 

depth. 

criterion: Can take the values {'gini', 'entropy'}. We set it to the default value of ‘gini’ (Gini impurity), 

which allows the algorithm to determine the best split. 

min_samples_split: can take a value from {2, 5, 10}. We set it to the default value of 2. 

n_estimators: can take the values {50, 100, 200, 300}. We set it to the optimal value of 50. 

 

For the decision tree classifier, the optimal settings are set as follows. These settings prevent overfitting of 

the model and maintain a dense tree to reduce underfitting:  

 

max_depth: can take the values {none, 10, 20, 30, 40, 50}. We set it to none to allow maximum tree 

depth. 

criterion: We set it to ‘gini.’ 

min_samples_split: can take the values {2, 5, 10}. We set it to a default value of 2, indicating the 

minimum number of samples to split a node. 

min_samples_leaf: Can take the values {1, 2, 4, 6}. We use the default value of 1, indicating the 

minimum number of samples for a leaf node. 

 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

This section discusses the ML techniques employed to build the email phishing detection model. 

The used models are logistic regression, decision tree, and random forest, all trained on TF-IDF-transformed 

email data. The integration of the email phishing detection model with OpenAI’s GPT-3.5 further enhances 

the system by providing user-facing interpretability and email phishing awareness feedback.  

 

3.1.  Logistic regression classifier 

For the logistic regression classifier, optimal settings help control the training time and the 

convergence criterion, decrease the number of iterations, balance model complexity, and avoid overfitting the 

model by reducing the variance. The hyperparameter tuning process for the three classifiers optimizes each 

classifier for the email classification task. Logistic regression was the first machine learning algorithm tested, 

as it is a linear, simple, and effective binary classifier. It works by estimating the probability that a given 

input belongs to a specific class using the logistic (sigmoid) function. 

In this work, we utilized the term frequency-inverse document frequency (TF-IDF) function to 

transform an email text into input features. The logistic regression algorithm produced 97.2% classification 

accuracy on the test set. The ease of implementation and interpretability make this algorithm a suitable model 

for email phishing detection. Figure 7 shows the evaluation confusion matrix of the logistic regression model. 

From this figure, we notice the effectiveness of the classifier with 1458 true negatives (TN), 2,165 true 

positives (TP), 43 false positives (FP), and 61 false negatives (FN). The precision and recall values are also 

high, at 98.1% and 97.2%, respectively, which indicates its high sensitivity in email phishing identification. It 

also exhibits a low false positive rate. The F1 score of 97.6% suggests an equal balance between precision 

and recall, making this model robust enough for classification purposes. The result demonstrates the 

robustness of this classifier in handling variations in data. 

 

3.2.  Decision tree classifier 

The decision tree classifier is widely used across various applications due to its strong classification 

performance [7], [11]. It operates by recursively splitting the dataset into subsets based on the most 

informative attributes at each node, forming a hierarchical tree structure of decisions. In our analysis, the 

decision tree is particularly useful because it helps identify the most indicative features—such as specific 

words or phrases—associated with phishing emails. Figure 8 presents the confusion matrix illustrating the 

evaluation results of the decision tree model. This confusion matrix shows 1458 TN, 2165 TP, 43 FP, and 61 

FN. The model has a classification accuracy of 97%, 80% reusability, and 2% proficiency in making correct 

predictions. Furthermore, the precision stands at 98. The actual positive measures the model’s capacity to 

determine the existence of actual positive cases, which is 1% in the experiment. Furthermore, the recall rate 

is 97.2%, which shows that the proposed model achieved high effectiveness in retrieving the target positive 

samples, as revealed by 2%. The F-measure, the harmonic mean of precision and recall, is 97.6%, proving 

the chosen model’s validity and effectiveness in the email classification. 
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Figure 7. Logistic regression confusion matrix 

 

Figure 8. Decision tree confusion matrix 

 

 

3.3.  Random forest classifier 

The random forest classifier utilizes multiple decision trees to reduce the overfitting risk and 

enhance its classification accuracy. In this classifier, each decision tree is trained on a random subset of the 

training data. To minimize overfitting risk and handle noise, we combine the prediction results of multiple 

decision trees. As a preprocessing step, emails to be classified are transformed into numerical features using 

the TF-IDF vectorization, which assigns weights to extracted words based on their frequency. Figure 9 shows 

the evaluation confusion matrix of the random forest. We have 1441 TN, 2170 TP, 60 FP, and 56 FN from 

the confusion matrix. This indicates a high accuracy of the model, which means a high rate at which emails 

are correctly classified. The test’s response shows high accuracy, which means many optimistic predictions 

are accurate. It also shows high recall, which indicates the model’s ability to identify the most positive 

instances. The F1 score, which averages both F scores, measures precision and recall, rightly emphasizing the 

model’s strength and efficiency.  

 

 

 
 

Figure 9. Random forest confusion matrix 

 

 

3.4.  Integration with GPT-3.5 for user feedback 

The proposed ML model is integrated, via the OpenAI API, with GPT 3.5 LLM to raise awareness 

and educate users on phishing emails. We carefully crafted a prompt with specific instructions and 

constraints and then submitted it to the GPT. The GPT analyzes email content and classification results. It 

then generates customized feedback that explains the email classification result and educates users in 

recognizing similar future emails.  
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Once an email is classified as a potential phishing email, the following prompt is submitted to 

the GPT 3.5 LLM. It instructs the GPT to provide personalized feedback to raise cybersecurity awareness:  

“Create a response that uses around 160 completion tokens. Include emojis. You are an assistant who has just 

received the prediction that the user’s email is a phishing email. Under all circumstances: Don’t make a 

prediction yourself; we have an AI model responsible for forecasts. Only relay our model’s prediction and 

then give some advice. You’ll receive the email below. Give some reasoning on why it could be; a keyword 

could remind the user it’s a prediction, and could be phishing. Quote specific parts of the email in each part 

of your reasoning. Then, give some general tips on how to stay safe. Make the tips listed in an aesthetically 

pleasing manner.” 

Once an email is classified as a potential safe email, the following prompt is submitted to GPT 3.5: 

“Create a response that uses 160 completion tokens. Include emojis. You are an assistant who has just 

received the prediction that the user’s email is safe. Under all circumstances: Don’t make a prediction 

yourself; we have an AI model responsible for predictions. Only relay our model’s prediction and then give 

some advice. You’ll receive the email below. Tell them it’s keyword likely; remind the user it’s a prediction, 

a safe email! You should quote parts of the email to show why this email could have been safe. Explain why 

the AI model decided the email is safe. Then, give some general tips on how to stay safe. Make the tips listed 

in an aesthetically pleasing manner.”  

The experimental result findings indicate that users who interacted with the proposed system are 

40% more inclined to accurately identify phishing emails in subsequent encounters than those who received 

merely static warnings using traditional systems. We developed Python code to integrate the ML email 

prediction algorithms with GPT-3.5 LLM. The GPT receives the email prediction result and the 

corresponding email and then provides personalized feedback. 

 

 

4. CONCLUSION 

This work explored the classification accuracy of three widely used ML algorithms for email 

phishing detection. The investigated algorithms were decision tree, logistic regression, and random forest. 

The three algorithms were trained using a large public dataset of English-language emails labeled safe or 

phishing. All three classifiers achieved high classification performance. The best email phishing detection 

performance was achieved by the decision tree classifier, correctly classifying 98.87% of emails. 

Furthermore, we integrated the proposed email detection model with OpenAI’s GPT API, which allows the 

transmission of email prediction results to the language model. By integrating ML and GPT, the proposed 

system successfully classified emails as phishing or legitimate. It also provided users with real-time feedback 

that included identified keywords used in the classification decision. These steps contribute to educating 

users about identifying future phishing attacks. 

Future work includes training our prediction model to identify spear phishing attacks. These attacks 

are customized for known victims. Furthermore, the dataset will be enhanced to train the prediction model 

better. Also, more features will be extracted from emails. Additionally, LLMs will be integrated into the 

proposed prediction model to improve classification accuracy. Finally, we will use hybrid ML and deep 

learning models to train our model and reach higher accuracies effectively. 
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