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 Water reuse and resource recovery are priority environmental goals under 

increasing water scarcity and climate stress. Dissolved air flotation (DAF) is 

widely applied in municipal, industrial, and decentralized treatment trains 

because fine microbubbles (MB) enhance solids removal efficiency. 

Accurate, low-cost characterization of MB size and rise velocity is therefore 

valuable for process monitoring and optimization. This study develops and 

validates a smartphone-based, computer-vision pipeline for laboratory-scale 

DAF systems. After camera calibration and lens un-distortion, each video 

sequence (235 frames per run) is processed through grayscale conversion, 

median, Gaussian, and local-Laplacian filtering, gamma correction, and Otsu 

thresholding, followed by morphological refinement. Circular Hough 

transform then identifies MB candidates, providing their diameters and 

centroid locations. These detections are then linked frame-to-frame using a 

distance-gated nearest-neighbor tracker with dynamic memory allocation to 

accommodate new MBs under turbulent, bubble-clustering conditions. Rise 

velocity is computed from interframe centroid displacement and frame 

interval. The system reliably tracked up to 32 microbubbles simultaneously 

per video. Across four operating pressure/airflow combinations, mean MB 

diameters ranged 95.47–216.42 µm and mean rise velocities 9.40×10³–

2.76×10⁴ µm/s. The approach is low cost, computationally lightweight, and 

suitable for rapid MB characterization to support DAF monitoring, 

optimization, and research. 
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1. INTRODUCTION 

Pollution and freshwater scarcity are pressing global issues, particularly in light of climate change. 

Likewise, global water demand is projected to increase by 20% to 30% annually by 2050 [1]. In this regard, 

the combined industrial and energy sectors extract 19% of the world's freshwater, agriculture accounts for 

69%, and municipal domestic water represents 12% of global water extraction. According to a United 

Nations report, 44% of domestic wastewater is not treated correctly [2]. It estimates that approximately  

380 billion cubic meters of water can be recovered from the annual volumes of wastewater produced. By 

2030, 470 billion cubic meters are expected to be recovered, and 574 billion cubic meters by 2050 [3]. On the 

other hand, various wastewater treatment technologies exist, where systems based on the dissolved air 

https://creativecommons.org/licenses/by-sa/4.0/
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flotation (DAF) technique stand out. In this regard, flotation using air or gas bubbles is one of the most 

commonly applied physicochemical techniques today due to its high efficiency in removing fine and ultrafine 

particles, emulsions, oils, fats, turbidity, organic matter, and microorganisms [4]–[8], which has increased its 

demand in recent years [9]–[12]. 

In DAF systems, bubbles are classified into macro-bubbles for diameters between 2 and 5 mm, 

microbubbles (MB) for diameters between 1 and 100 µm, and nanobubbles (NB) or ultra-fine bubbles with 

diameters < 1 µm [13]–[15]. Here, microbubbles exhibit unique properties that allow for better mass transfer 

due to the increased mass transfer area, longer residence time, and lower coalescence potential [13], [15], [16]. 

These properties facilitate effective contact between particles and microbubbles in flotation [17]–[19]. In 

contrast, macro-bubbles tend to float rapidly, resulting in low removal efficiency [20], [21]. Thus, the primary 

characteristic parameters of microbubbles in DAF systems are diameter and rise velocity, due to their significant 

impact on removal effectiveness. The decrease in bubble size increases the contact angle and the adhesion force 

of the particle [19]. Consequently, it allows for more opportunities for collision with suspended particles and 

better cleaning, thus increasing the effectiveness of the flotation process [17]–[19], [22]. However, in 

wastewater treatment, various factors affect the MB size and rise velocities, such as surfactants, coagulants, or 

chemical additives that facilitate the removal of contaminants [23]. Therefore, bubble characterization provides 

valuable information to ensure efficient cleaning in wastewater treatment [21], [24]–[26].  

In this regard, various techniques have been developed to determine the characteristic parameters of 

MB, ranging from intrusive to non-intrusive methods, with digital image processing (DIP) being a notable 

example among the latter [27]. However, detecting MB in industrial environments remains a challenge for 

researchers due to the complex relationship between shape, size, turbulence, surrounding forces, the 

physicochemical medium in which they are contained, overlap, and MB concentration [13]. Additionally, 

since microbubbles are transparent objects and lighting conditions within processing machines are 

challenging, their appearance may be affected during measurement, which would pose a significant problem. 

In attempting to solve this problem, increasingly sophisticated algorithms have been developed, such as 

convolutional neural network (CNN) methods, which offer greater object detection robustness [28]. For 

example, in [29], bubbles were detected as circular objects using CNN, outperforming other methods in 

detection and providing an accurate estimation of size distribution. However, the process is slow, making it 

unsuitable for real-time use. Gulden et al. [17] developed an online bubble size analysis technique based on 

DIP to evaluate the performance of a laboratory DAF device operating under ideal conditions at a saturation 

pressure of 58 psi and a recirculation flow rate of 100 L/h. Image processing relies on binarization 

techniques, edge detection, and the Hough transform. This work enabled the recognition of overlapping 

bubbles but had limitations in identifying small individual bubbles. Therefore, it complemented the 

processing with additional algorithms that address this issue with specific adjustments. 

In this regard, bubble overlapping becomes another complex issue to address when the MB 

concentration is high. For this, algorithms such as the Hough transform and Watershed, among others, have 

been implemented to segment overlapping bubbles and attempt to extract their characteristics [17], [30]–[33]. 

Study [34] addresses the segmentation of overlapping bubbles, showing up to 95% effectiveness when 

overlapping bubbles do not exceed 50% of the sample in each analyzed image. Additionally, the bubble 

identification technique requires tracking bubbles frame by frame in a sequence, allowing the path of each 

bubble to be traced and counted if they are obstructed by overlap. The work indicates that each bubble should 

be isolated at least once in a photo during the sequence. On the other hand, there is also more specialized 

instrumentation that assists in MB characterization, ranging across a wide variety of equipment, from optical 

microscopes [31], [35] and electron microscopes [36], [37], to laser diffraction devices like the Spraytec [15], 

the McGill bubble size analyzer (MBSA) [19], [38], or unconventional methods such as the monofiber 

optical probe [39], and electrical resistance tomography [40], [41], atomic force microscopy [42]. However, 

this instrumentation is expensive and limited to specialized laboratories. 

The objective of this study is to develop and validate a cost-effective computer vision methodology 

capable of accurately characterizing overlapping microbubbles in the highly turbulent, rectangular-tank DAF 

configuration. To that end, a low-cost imaging pipeline is proposed that combines a smartphone camera 

calibrated with a chessboard target and a Venturi-based MB generator driven by a Pedrollo CP660 pump. 

The algorithm i) extracts frames at 960 fps, ii) performs sequential grayscale conversion, multi-stage 

filtering, Otsu segmentation, and morphological cleanup, and iii) resolves bubble overlap through a 

Euclidean-distance tracking routine and circular Hough detection. With this approach, the influence of 

recirculation flow (900 L/h) and saturation pressure (34–36 psi) on MB diameter and rise velocity is 

quantified: the 36 psi / 0.1 L/min condition yields the smallest mean diameter (~99 µm) and the lowest mean 

velocity (~9.9×10³ µm/s). The results demonstrate that the proposed low-cost system achieves performance 

comparable to that of high-speed industrial setups while directly addressing bubble overlap—a limitation of 

previous work—and thus offers practical potential for real-time DAF monitoring and optimization. 
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2. METHOD  

2.1.  Experimental setup 

The experimental setup primarily comprises a laboratory-scale DAF system, an imaging acquisition 

system that includes a camera, and a computational system with the processing algorithm. The DAF system 

consists of a rectangular glass tank with a thickness of 1 cm, which facilitates the visualization of interest 

objects, a microbubble generator device, and a Venturi tube based on the physical principle of hydrodynamic 

cavitation, designed as specified in [43]. A maximum flow rate of 16 liters per minute circulates through it, 

operating at an ambient temperature of between 25 °C and 27 °C. A conventional 2 HP water pump (Pedrollo 

CP660) enables water circulation through the hydraulic circuit, with flow rates ranging from 20 to 130 L/min. 

The tank has dimensions of 52 cm in height, 25 cm in width, and 75 cm in length, with an internal 

partition to facilitate visualization of the MB and the hydrodynamics during the cleaning process as shown in 

Figure 1. The setup includes the contact, separation, sludge collection, and MB visualization zones. In the 

contact zone, the microbubbles separate the contaminating substances, which subsequently float to the tank's 

surface, forming a layer of foam or sludge that is removed by overflowing into the sludge collection zone. In 

this area, microbubbles are introduced with recirculation pressures of 34 and 36 psi, and air injection rates of 

0.1 and 0.5 L/min, serving as operational parameters of the DAF system. A baffle with an approximate height 

of 20 cm and an angle of 53° divides the DAF tank into a separation zone, where the water that has passed 

through the cleaning process via the MB is held. A portion of this water is used for recirculation, while 

another portion exits for other cleaning processes. Finally, the MB visualization zone is lined with black 

paper on the tank's side walls to distinguish the microbubbles from the background and prevent reflections 

from external objects. 

Figure 2 summarizes the experimental arrangement used in this work. Figure 2(a) shows the 

complete bench comprising the external water reservoir, the rectangular DAF unit (contact and separation 

zones) and the associated piping, pump and injector; Figure 2(b) depicts the image-acquisition setup: a 

Huawei P30 (ELE-L04) smartphone fitted with a 15× external macro lens, mounted on a tripod and focused 

on the viewing window of the DAF tank. A 7 W white backlight placed behind the tank enhances bubble 

contrast for reliable detection and tracking. Videos were recorded at 720×1280 pixels and 960 frames per 

second; the effective working distance of the lens system was ~7 cm. 

 

 

 
 

Figure 1. DAF experimental setup 

 

 

  
(a) (b) 

 

Figure 2. Experimental setup and imaging system (a) full laboratory bench: external water tank, DAF unit, 

and piping and (b) smartphone-based image acquisition with macro lens and rear illumination 
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The experiment to validate the algorithm that estimates the diameter and ascent velocity of the 

microbubbles was based on a 2×2 factorial experiment as shown in Table 1, in which the operational 

parameters of recirculation pressure were varied to 34 psi and 36 psi, and air injection was set at  

Q1=0.1 L/min and Q2=0.5 L/min. Ten videos were recorded for each treatment, each lasting approximately 

10 seconds, with a 20-second interval between recordings to ensure the detection of different microbubble 

populations per video. A total of 40 videos were obtained for algorithm validation. 

 

 

Table 1. 2×2 Experimental design for microbubbles generation at a flow rate of 900 L/h 
Experiment Air injection rates [L/min] Saturation Pressure [psi] 

A 0.1 34 

B 0.5 34 

C 0.1 36 

D 0.5 36 

 

 

2.2.  Camera calibration 

Instrument calibration is essential for accurate image acquisition in vision-based measurement 

systems. Camera calibration methods are commonly grouped into three-dimensional (3D), two-dimensional 

(2D), and one-dimensional approaches, each differing in the amount of scene geometry required and the level 

of accuracy achievable [44]. For imaging sensors, intrinsic and extrinsic parameters, as well as lens optical 

properties, introduce geometric distortions that can degrade quantitative measurements if uncorrected [45]. 

Estimating intrinsic parameters from correspondences between three-dimensional world points and two-

dimensional image points enhances measurement fidelity; however, the ultimate accuracy of a calibration 

depends strongly on the reliability of feature detection in the calibration target [44]. 

In this study, camera calibration was performed in MATLAB using the “Camera Calibration” 

application with a 310-square chessboard target (5×5 mm squares). A total of 40 calibration images were 

acquired inside the DAF tank, ensuring that the optical path during calibration matched the experimental 

imaging conditions; the application automatically excluded defective images. Images were captured at 

multiple orientations (tilt angles < 45° relative to the camera plane, per application guidance) with autofocus 

disabled and zoom fixed at 3× to maintain geometric consistency across views. The application estimated the 

camera's intrinsic and extrinsic parameters. It generated a parameter file, which we incorporated into our 

preprocessing pipeline using MATLAB's 'undistortImage' function to remove lens distortion from all 

experimental frames. The resulting calibration achieved an overall mean reprojection error of 1.83 pixels in 

the water-filled tank as shown in Figure 3, which we deemed acceptable for downstream measurements of 

microbubble size and position. 

 

 

 
 

Figure 3. Estimation of the overall mean error in calibration using MATLAB 
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The intrinsic matrix of the camera and the final distortion factors (k) in this case: 

 

𝐴 = [
𝑓𝑥
𝑠

0
𝑓𝑦

0
0

𝑐𝑥 𝑐𝑦 1

] = [
3.8762 × 103

0
0

3.8944 × 103
0
0

1.8399 × 103 1.4461 × 103 1
] (1) 

 

𝑘 = [0.3543 −2.7778]𝑇 (2) 

 

The distortion coefficients 𝑘 indicate that the camera operates with effectively square pixels; substantial 

departures of the sensor aspect ratio 𝑓𝑦/𝑓𝑥 from unity would imply non-square sampling. In our calibration,  

𝑓𝑦/𝑓𝑥 =1.005, confirming near-square geometry for metric measurements. After establishing the geometric 

calibration, we determined the pixel-to-length conversion factor using the procedure outlined in [23], which 

involves a reference object of known diameter. A semi-transparent nylon filament (nominal diameter  

600 µm) was mounted transversely over a black background, and several transverse cuts were made along the 

filament to provide multiple repeatable measurement points. Ten reference images were acquired with the 

camera-lens system at a resolution of 3648×2736 (manual focus, 3× zoom, ISO 200, 1/400 s shutter speed, 

F/1.8 aperture, 35 mm focal length equivalent). Filament diameters (in pixels) were extracted using the 

circular Hough transform, and the resulting spatial scale factor was computed as 1 pixel=5.79 µm. 

 

2.3.  Image processing algorithm 

Figure 4 illustrates the image processing sequence used to extract microbubble diameters and 

centroid positions from each video. For each experiment, the camera was set to 960 fps, and within each 

video, windows of 235 consecutive frames were analyzed to compute MB diameter and rise velocity. Starting 

with the RGB frame converted to grayscale as shown in Figure 4(a), the workflow applies sequential noise-

attenuation and contrast-enhancement operations as shown in Figure 4(b): median filtering (7×7 kernel) to 

suppress salt-and-pepper noise, Gaussian filtering (σ=2.6) provides additional smoothing, helping to mitigate 

additive noise. A local Laplacian filter then amplifies local contrast and accentuates MB edges, followed by a 

final gamma-based contrast boost. The enhanced image is segmented using Otsu’s method, after which 

morphological refinement—dilation and erosion with orthogonal linear structuring elements plus edge 

cleanup—removes residual artefacts and closes gaps in MB regions as shown in Figure 4(c).  

Although watershed segmentation is often applied to bubble populations with mixed geometries 

[32], [46], [47], it frequently leads to over-segmentation [20], [25], [31] and entails higher computational cost 

[25], [32], [48]. In this work, Otsu thresholding followed by morphological refinement is employed; the 

resulting binary image is then analyzed using the circular Hough transform to locate microbubble boundaries 

and centroid positions as shown in Figure 4(d). These centroid coordinates serve as the input for the 

displacement and rise velocity calculations (adapted from [49]) detailed in Figure 5 and (3) and (4). Here, 

two consecutive frames determine the distance traveled by the microbubble centroids. In this case, the 

position of the centroids changes when the microbubbles move. For example, Figure 5 shows that, in  

Frame 1, the centroid of a microbubble is defined as 𝐶1, with coordinates (𝑋1,  𝑌1) and position vector 𝑃1
⃗⃗  ⃗. In 

Frame 2, the coordinates of the centroid for the same microbubble are (𝑋2, 𝑌2), and the position vector is 𝑃2
⃗⃗⃗⃗ . 

Based on these two position vectors, the displacement magnitude D is calculated using the Euclidean distance 

formula (3). Finally, the rise velocity, 𝑉𝑀𝐵, of the microbubble is determined by (4). 

 

𝐷 =  √(𝑋2 − 𝑋1)
2 + (𝑌2 − 𝑌1)

2 (3) 

 

𝑉𝑀𝐵 = 𝐷 𝑡𝑓⁄  (4) 

 

Where 𝑡𝑓 is the time between consecutive frames. In this study, the camera was configured to record at  

960 fps, yielding 𝑡𝑓 = 1.04 𝑚𝑠. This procedure is applied to all microbubbles in each consecutive video 

frame. Similar to clustering techniques like K-means, this method allowed tracking the microbubbles by 

identifying the coordinates of their centroids. Figure 6 presents a flowchart of the complete pipeline, 

highlighting three processing stages: i) data loading, with frame extraction from the original video, where N 

denotes the number of frames; ii) image pre-processing (grayscale conversion and application of median, 

Gaussian, Laplacian filters, and gamma correction); and iii) detection and measurement, in which—after 

Otsu segmentation and morphological operations—the circular Hough transform provides centroid positions 

that feed diameter estimation and subsequent rise velocity computation. Table 2 shows list the image-

processing parameters used. 
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(a) (b) (c) (d) 

 

Figure 4. Image processing sequence (a) grayscale conversion, (b) filtering and contrast enhancement,  

(c) segmentation and morphological refinement, and (d) Hough-based MB feature extraction 

 

 

 
 

Figure 5. Representation of a microbubble displacement and its associated vectors 

 

 

 
 

Figure 6. Flowchart of the image-processing pipeline 
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Table 2. Algorithm-configuration parameters 
Processing stage Process implemented Parameter Value/setting 

Data loading Frame extraction Frame rate 960 fps 
Frames analyzed 235 consecutive frames 

Pre-processing Grayscale conversion Color space RGB → intensity 

Median filter Kernel size 7×7 pixels 
Gaussian filter σ (std. dev.) 2.6 pixels 

Local Laplacian MATLAB parameters sigma=0.12, alpha=9 

Gamma correction Linear stretch Range [0.3 1] 
Detection and measurement Otsu threshold Adaptive global Auto 

Morphology Structuring elements Lines length 3 pixels (erosion) and  

4 pixels (dilation) 
Circular Hough transform Radius range 5–20 pixels 

Sensitivity 0.9 

Spatial-scale calibration Pixel-scale factor 5.79 µm/pixel 

 

 

2.4.  Microbubble tracking 

Microbubble trajectories were reconstructed across consecutive processed frames. For each frame 

pair, the algorithm links microbubble centroids using a nearest-neighbor rule based on the minimum 

Euclidean distance between a centroid in the current frame (𝑡) and all centroids detected in the next frame 

(𝑡 + 1); the match with the smallest distance is provisionally assigned as the continuation of that 

microbubble (3). This pairwise association is repeated for all centroids in the frame, producing a preliminary 

mapping from Frame 1 to Frame 2, Frame 2 to Frame 3, and so on through the whole image sequence of each 

experiment. 

The frame-to-frame linking procedure is iterated across all 235 processed frame windows. This 

approach helps manage temporary clustering and partial occlusion events created by turbulence and 

recirculating flows in the DAF tank. Table 3 shows that the algorithm successfully tracked as many as 32 

microbubbles simultaneously in individual videos, even under variable working pressures that increased fluid 

agitation. To focus on buoyant transport behavior, only microbubbles that moved from the lower to the upper 

region of the frame sequence were retained for analysis. When overlapping occurred, microbubbles were 

tracked so long as their centroids were separable in the first processed frame of the video; thereafter, the 

nearest-neighbor linkage preserved their identities across frames unless complete merging persisted over 

multiple frames. 

Newly entering microbubbles between consecutive frames can disrupt tracking if not handled 

explicitly, because their centroids may i) overwrite the coordinates of previously tracked microbubbles or ii) 

be omitted altogether when array dimensions are fixed. To mitigate this, the tracking routine allocates 

expandable (dynamic) data structures for centroid storage, appending new microbubble IDs as they appear 

rather than reusing existing indices. Before linking, the algorithm checks whether candidate matches exceed a 

distance gate; if so, a new trajectory is initialized instead of overwriting an existing one. This strategy 

preserves established tracks, accommodates new arrivals, and prevents loss of centroid data in high-

throughput sequences. 

 

 

Table 3. Tracked microbubbles at different experiments. Each one is related to Table 1 
Experiment Processed videos 

1 2 3 4 5 6 7 8 9 10 

Number of microbubbles detected by video 

A 21 17 27 17 18 18 9 13 11 15 

B 12 20 32 12 32 20 20 27 24 21 

C 25 21 30 21 25 26 20 15 9 27 
D 11 16 16 8 9 12 8 12 7 14 

 

 

3. RESULTS AND DISCUSSION  

Microbubble size and rise-velocity responses were quantified for four operating conditions 

(Experiments A–D) that combined recirculation pressure and injected airflow rate as shown in Table 1. These 

responses were processed using the algorithm settings summarized in Table 2. The 34 psi/ 0.1 L/min 

condition is presented first to illustrate the data outputs, including diameter and rise-velocity histograms 

(Figures 7 and 8). Results for the remaining operating conditions are then compared, and overall trends are 

summarized to identify ranges that favor the generation of smaller-diameter, slower-rising MBs. Under 34 psi 

recirculation pressure and an airflow rate of 0.1 L/min (Experiment A), MB diameters spanned 

approximately 70–200 µm, yielding a mean of 117.34 µm with a standard deviation of 28.30 µm as shown  
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in Figure 7. The corresponding rise velocities ranged from 0.1×10⁴ to 3.5×10⁴ µm/s, with a mean of  

1.35×10⁴ µm/s and a standard deviation of 7.58×10³ µm/s as shown in Figure 8. Most MBs in this condition 

clustered between ~85 and 140 µm (modal ~90–105 µm) and exhibited a positively skewed diameter  

tail with occasional larger bubbles; rise velocities likewise concentrated below ~1.8×10⁴ µm/s (modal  

~0.7–1.2×10⁴ µm/s) with sparse high-velocity outliers, patterns consistent with intermittent coalescence and 

localized turbulent acceleration in the DAF flow. 

 

 

 
 

Figure 7. Microbubble diameters in experiment A 

 

 

 
 

Figure 8. Microbubble rise velocity in experiment A 

 

 

Experiment B (34 psi; 0.5 L/min) produced larger MBs, 100–400 µm in diameter (mean 165.32 µm; 

SD 65.42 µm), with rise velocities of 0.5×10⁴–3.5×10⁴ µm/s (mean 2.04×10⁴ µm/s; SD 6.79×10³ µm/s). 

Increasing pressure to 36 psi while holding airflow at 0.1 L/min (Experiment C) reduced MB diameters to  

50–150 µm (mean 98.65 µm; SD 20.41 µm) and yielded rise velocities of 1×10⁴–2.5×10⁴ µm/s (mean 

9.89×10³ µm/s; SD 4.97×10³ µm/s). At 36 psi with 0.5 L/min airflow (Experiment D), MB diameters were  

75–160 µm (mean 102.60 µm; SD 19.91 µm) and rise velocities 0.1×10⁴–2.7×10⁴ µm/s (mean 1.28×10⁴ µm/s; 

SD 6.31×10³ µm/s). Across all four experiments, mean MB diameters remained below 200 µm and mean rise 

velocities below 2.1×10⁴ µm/s. Notably, the 36 psi/ 0.1 L/min condition produced the smallest mean 

diameters and among the lowest velocities (< 1×10⁴ µm/s), while the 36 psi/ 0.5 L/min and 34 psi/ 0.1 L/min 

conditions also yielded mean diameters < 120 µm and mean velocities < 1.4×10⁴ µm/s. These three operating 

combinations, therefore, represent the most favorable ranges, within those tested, for generating relatively 

small and slow-rising MBs. 

The reproducibility of results was assessed through repeated tests, showing consistency with 

findings from similar studies. Specifically, reducing bubble size results in a decrease in rise velocity, which 

contrasts with the phenomenon that rise velocity increases as bubble size grows. This trend is illustrated in 

Figure 9, which shows the rise velocities of three microbubbles with different diameters. The microbubble 

with a diameter of 83.64 µm has a lower rise velocity than those with diameters of 89.64 µm and 102 µm. 

This fact occurs because smaller microbubbles contain less oxygen and move more slowly. The velocities of 

all three microbubbles show fluctuations, likely due to fluid turbulence during ascent, which may be caused 

by hydrodynamic cavitation. This turbulence can lead to collisions between microbubbles, resulting in 
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sudden changes in trajectory or speed. Furthermore, prior work on hydrodynamic-cavitation systems has 

reported that bubbles may nucleate and migrate near confining walls, where the wettability of those surfaces 

(hydrophobic vs. hydrophilic) can influence bubble stability, coalescence behavior, and resulting size 

distributions [50]. Such near-wall wettability effects could contribute to the variability in microbubble 

diameters observed across our operating conditions and merit targeted investigation in future work. 

 

 

 
 

Figure 9. Example of three microbubbles speed behavior with different diameters 

 

 

Based on the results, this research determined the diameter and rise velocity of microbubbles 

generated in a laboratory-scale DAF tank, focusing on the turbulence primarily produced in the contact 

chamber where water flow and microbubbles mix intensively. In DAF systems, turbulence is crucial for 

ensuring the uniform distribution of air bubbles, which allows suspended particles to adhere to the bubbles 

and form MB-particle clusters. Therefore, an increase in the air-water ratio is expected to enhance the bubble 

coalescence rate [51]. Each experiment indirectly demonstrated that MB formation primarily depends on the 

pressure set for the DAF system's pressurized water and recirculation pressure, with smaller microbubble 

diameters observed at recirculation pressures of 0.1 L/min as shown in Table 4. 

 

 

Table 4. Diameters and rise velocities of microbubbles for each experiment 
Experiment Air injection rates [L/min] Saturation Pressure [psi] Diameters [µm] Rise velocity [µm/s] 

A 0.1 34 117.34 1.35× 104 

B 0.5 34 165.32 2.04× 104 

C 0.1 36 98.65 9.89× 103 

D 0.5 36 102.60 1.28× 104 

 

 

Different studies have addressed bubble characterization in DAF systems; however, the impact of 

operational parameters, such as recirculation flow rate and saturation pressure, on bubble generation has yet 

to be thoroughly detailed. Additionally, studies in the literature often examine DAF bubbles in flotation 

columns, where bubble characterization is more optimal due to hydrodynamics that better align with the 

bubbles' natural upward movement. In contrast, rectangular flotation tanks present more complex 

hydrodynamics. Furthermore, DAF systems typically utilize microbubble generation pumps, which yield 

optimal results but are costly. This study, however, utilized a Venturi tube for microbubble generation due to 

its simplicity and low cost. 

For example, in [52], a laboratory-scale DAF column reactor was designed to evaluate the removal 

of total suspended solids and measure bubble size. Bubble diameters were calculated based on velocity data 

and Stokes' equation; however, this equation assumes that the bubbles are spherical, have a smooth surface, 

and flow in laminar conditions. The horizontal and vertical velocity components of each frame were 

extracted using particle image velocimetry. In [13], high-speed photography in a rectangular DAF tank 

system was used to characterize microbubble size and rise velocity. However, this system used a generation 

method distinct from the Venturi tube, with effluent flow control and temperature regulation between  

15–20 °C. In Swart et al. [53] used the same system to simultaneously monitor flow patterns and the 

characteristics of bubbles and plastic microparticles in DAF. The horizontal and vertical coordinates, as well 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Microbubble size and rise velocity measurement in dissolved … (Jeimmy Adriana Muñoz Alegría) 

183 

as the bubble diameter, were recorded to track bubbles across consecutive images and calculate their rise 

velocity. However, the authors did not address the presence of overlapping microbubbles. 

Compared with previous DAF studies that relied on high-speed industrial cameras [13], [52], [53] 

or on indirect size inference from Stokes-law assumptions under ideal, laminar conditions [52], the present 

work achieves comparable measurement ranges while using a low-cost Huawei P30 smartphone, a Venturi 

injector, and a conventional 2 HP water pump that recirculates tap water at up to 16 L min⁻¹ and 34–36 psi. 

Under identical hydraulic conditions, the proposed algorithm resolves MB overlap caused by turbulence, an 

issue not addressed in earlier studies, through frame-by-frame centroid tracking with a Euclidean-distance 

gate (Section 2.4). In the rectangular-tank geometry used, mean diameters of 99–165 µm and rise velocities 

of 9.9×10³–2.0×10⁴ µm s⁻¹ as shown in Table 4 fall within, or improve upon, the ranges reported for column 

reactors (67–400 µm and 1.1×10⁴–3.5×10⁴ µm s⁻¹) while avoiding the over-segmentation and high 

computational cost associated with watershed-based pipelines [32], [46], [47]. These results demonstrate 

that the proposed image-processing configuration. Table 2 shows provide a practical and cost-effective 

alternative for MB characterization in the more hydrodynamically complex and industrially standard 

rectangular DAF tanks, with the added advantage of robust performance under high recirculation flow and 

turbulent overlap. 

 

 

4. CONCLUSION 

A low-cost computer-vision system was developed in MATLAB to quantify microbubble (MB) 

diameter and rise velocity in a laboratory-scale DAF tank. The pipeline combines grayscale conversion, 

Median, Gaussian, and local-Laplacian filtering, gamma contrast enhancement, Otsu segmentation, 

morphological refinement, and Circular Hough detection. MB trajectories are reconstructed by linking 

centroids frame-to-frame with a Euclidean distance gate, allowing for reliable measurement even when 

bubbles overlap in turbulent flow. Under the four operating conditions examined, the 36 psi/ 0.1 L/min 

setting produced the smallest mean diameter (~99 µm) and the lowest mean rise velocity (~9.9×10³ µm/s), 

confirming that smaller bubbles rise more slowly and therefore remain available longer for particle capture. 

Compared to earlier DAF studies that relied on high-speed industrial cameras, Stokes-law 

assumptions, or computationally intensive watershed segmentation, the proposed smartphone-based approach 

achieves similar measurement ranges while resolving bubble overlap and significantly reducing cost and 

complexity. The observed variability in MB size across conditions suggests that factors such as surface 

wettability, fluid chemistry, and temperature may further influence bubble nucleation and coalescence. 

Future work will investigate these variables and scale the algorithm to full-size DAF units to validate its 

practicality for on-site monitoring and process optimization. 
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