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 Wind energy, a cost-effective renewable source, has seen substantial growth. 

permanent magnet synchronous generator (PMSG) equipped wind turbines 

demonstrate superior performance in variable-speed applications. However, 

there remains a notable research gap in optimizing the overall system 

efficiency for such wind energy systems. Therefore, this research presents to 

develop a deep learning-based optimization technique that improves the 

efficiency of PMSG-based wind energy systems by minimizing overall 

system losses and maximizing energy output. Core loss and rotor speed data 

were fed into a deep neural network for various operating conditions ranging 

from 50 to 1000 rpm, to determine optimal system parameters. This work 

introduces a hybrid lyrebird-based coati optimization algorithm (LB-COA) 

to optimize the deep neural networks (DNN) classifier, combining two 

advanced optimization techniques to improve model performance. 

Simulation results validate that the proposed optimization strategy efficiently 

boosts the system's dynamic performance and overall power efficiency. 

Keywords: 

Coati optimization 

Deep neural network 

optimization  

Loss minimization 

Lyrebird optimization 

Permanent magnet synchronous 

generator  

Wind power generation 
This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Prashant Kumar S. Chinamalli 

Department of Electrical and Electronics Engineering, Sharnbasva University 

Kalaburagi, India 

Email: prashantvnec@gmail.com 

 

 

1. INTRODUCTION 

The escalating global demand for sustainable energy alternatives to fossil fuels has driven 

significant interest in wind energy technology [1]. Its compelling attributes, such as cost-effectiveness, ease 

of installation, and minimal maintenance requirements, have contributed to its rapid growth in recent years 

[2], [3]. Permanent magnet synchronous generators (PMSG) based wind energy conversion systems (WECS) 

have gained substantial popularity because of their compact size, high output power, and higher torque-to-

inertia ratio. Unlike doubly-fed induction generator (DFIG) systems, PMSGs feature a simpler internal 

structure without the need for complex gearboxes or brushes. These advantages have positioned PMSG-based 

WECS as a focal point of research and development in the wind energy sector [4]. The fluctuating and erratic 

nature of wind speed poses a substantial challenge to maximizing the output of high-power wind generators. 

Consequently, these systems often operate below their full potential, hindering the overall effectiveness of 

wind energy utilization and diminishing the anticipated aids of large-scale wind power generation. The 

intermittent nature of wind speed poses significant challenges for grid integration of large-scale wind farms. 

Fluctuations in wind energy output can introduce instability into the power system. Wind turbines, complex 

machines influenced by various meteorological factors, further complicate the integration process. Wind 

energy conversion is affected by various factors, such as wind speed, blade pitch angle, and rotor speed. 

Moreover, the intermittent nature of wind and energy losses within the WECS pose significant challenges to 
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system stability [5]. Therefore, WECS is a complex process categorized by substantial fluctuations and 

concerns. To address these challenges, researchers have explored numerous control strategies and theories for 

PMSG systems over the past few decades [6]. 

Because of their uncomplicated design, reliability, and straightforward implementation, proportional 

integral (PI) controllers remain a popular choice for enhancing the stability of both the grid side converter 

(GSC) and rotor side converter (RSC) in PMSG-based wind turbines. Reference employs a proportional 

integral (PI) controller to enhance PMSG wind turbine performance under both steady and fluctuating wind 

conditions [7]. Nevertheless, the linear nature of PI control limits its adaptability to the nonlinear dynamics of 

the PMSG system, as well as its resilience to variation in wind and turbine conditions. To address power 

quality challenges in wind turbine systems, various nonlinear control strategies have emerged. Notable 

examples include fuzzy logic controller (FLC), backstepping control, and direct power control (DPC) [8], [9]. 

Fuzzy control, despite its potential for high accuracy, is problematic to implement due to its reliance on 

substantial expert input and subjective human interpretation, often leading to delayed responses. While DPC 

offers superior transient performance, it requires high switching frequencies to mitigate torque and current 

ripple, as reported in [10]. 

Meta-heuristic algorithms have been successfully employed to address intricate engineering 

challenges [11]. For instance, genetic algorithm (GA) has been utilized to optimize PI controller parameters 

for PMSG during grid disturbances [12]. Moreover, particle swarm optimization (PSO) has been applied to 

PMSG systems operating under varying wind speeds, while firefly algorithm (FA) has been used to enhance 

maximum power point tracking (MPPT) performance through pitch angle control of PMSG [13], [14]. For 

instance, combined an adaptive ant colony optimization (AACO) algorithm with a general regression neural 

network (GRNN) to improve MPPT [15]. Additionally, the whale optimization algorithm has been applied to 

optimize machine-side converter parameters for MPPT [16]. Collectively, these studies demonstrate the 

potential for optimization algorithms in improving both MPPT and low voltage ride through (LVRT) 

capabilities of PMSG-driven wind energy systems by tuning either the machine-side converter (MSC) or grid 

side converter (GSC) parameters [17]. Population-based metaheuristic algorithms, such as the lyrebird 

optimization algorithm (LOA), offer several advantages over traditional optimization techniques. LOA’s 

ability to balance exploration and exploitation enables it to find optimal solutions in a relatively short time, 

making it suitable for PMSG-based wind power generation. The subsequent section highlights the key 

contributions: 

a. Proposes a deep neural networks (DNN) model that helps to minimize the discrepancy between actual and 

predicted data using error metrics. This model aims to enhance the accuracy of predictions by reducing 

the error between the observed and estimated values. 

b. Introduced a hybrid lyrebird-coati optimization algorithm (LB-COA) to optimize DNN classifier weights, 

thereby improving the performance, prediction accuracy, and energy efficiency of wind power generation 

using PMSGs.  

c. The novel integration of deep learning with hybrid optimization techniques addresses key challenges in 

PMSG-based WECS. 

d. Comparative analysis reveals that the suggested model surpasses traditional counterparts in generating 

output power, minimizing losses, and enhancing efficiency. 

The structure of this paper is as follows: section 2 presents a thorough review of existing literature. 

Section 3 presents a detailed model of the PMSG-based wind turbine system. The LB-COA technique  

for parameter tuning is elaborated in section 4. The performance evaluation and results are discussed in 

section 5, and the paper concludes with a summary of key findings in section 6. 

 

 

2. LITERATURE REVIEW 

2.1. Related works 

A novel control strategy combining fuzzy field-oriented control (FFOC) with direct power control 

(DPC) for variable speed wind energy conversion systems (VSWECS) was proposed in [18]. This method 

aims to improve system performance by enhancing energy extraction and minimizing losses through the 

optimization of turbine operation parameters. Stability, robustness, performance, and balanced current 

injection are all enhanced by the combined control algorithm. An innovative optimization technique for 

PMSG-based wind turbines was presented in study [19]. Their approach prioritized maximizing WEG while 

concurrently decreasing the overall system losses. To achieve optimal wind power output, the proposed 

method focused on optimizing torque per ampere (TPA), as well as quadrature current. The objective 

function, which is impacted by both d-q axis current, is core loss minimization. The performance of the 

suggested aquila with African vulture optimization (EA-AVO) is evaluated by comparing its output power, 

losses, efficacy, and convergence speed with established approaches. A pioneering control strategy to 
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optimize interior permanent-magnet synchronous generator (IPMSG)-based systems was introduced in [19]. 

Their method employed polynomial parameters to curtail IPMSG losses and amplify WECS. This study 

presents an innovative hybrid optimization technique named crossover assisted whale optimization algorithm 

(CWOA), which effectively determines optimal coefficients for maximizing power generation. This 

framework optimizes tip speed ratio, considered a critical parameter for wind energy conversion. It also 

accounts for the nonlinear behavior of the IPMSG due to magnetic saturation. To assess the efficacy of the 

CWOA algorithm, it is compared against established techniques like WOA, firefly algorithm (FF), artificial 

bee colony (ABC), and genetic algorithm (GA).  

A novel sliding mode control (SMC) strategy for PMSG in wind energy conversion systems, with a 

focus on maximizing power output, was introduced in study [20]. SMC's robustness in handling nonlinear 

electrical systems has made it a popular choice in this domain. This research employs a nonlinear PMSG 

model to implement SMC control. The primary goal is to regulate stator PQ power, as well as voltage 

frequency, for optimal grid integration. The results demonstrate enhanced system robustness. A 

comprehensive model of a variable-speed wind turbine equipped with a PMSG was presented in study [21]. 

Their control strategy aimed to optimize wind power capture by employing field-oriented control (FOC) and 

an ideal speed setpoint determined by wind conditions. A comparative analysis of PSO and its variants was 

conducted to optimize PI controller gains at convergence. The results indicated that the PSO-based controller 

exhibited inferior performance metrics across various error criteria when compared to the explicitly defined 

controller. A novel sensorless technique capable of operating PMSGs across a wide speed range was 

developed in [22]. This technique leverages the current controller’s output within the speed control loop. This 

study introduced an opposition particle swarm optimization-support vector regression (OPSO-SVR) 

algorithm for wind speed prediction using historical offline data. The proposed approach addresses the 

challenge of support vector regression (SVR) parameter optimization across a broad wind speed spectrum. 

Employing OPSO yields faster and more accurate optimal SVR parameters. The developed algorithm excels 

at rapid and precise wind speed estimation through swift optimization and tuning of SVR parameters. It 

accurately tracks real wind speed values and is sovereign of generator turbine constants or torque 

measurements. Thus, the experimental findings confirm outstanding performance in predicting wind speed 

and rotor speed.  

Ant lion optimizer (ALO) was proposed to tune the parameters of a conventional PI controller for a 

wind energy system with a PMSG [23]. Their aim was MPPT while enhancing fault ride-through 

performance. The proposed method effectively enhanced low voltage ride through (LVRT) performance 

while maximizing power extraction. The findings demonstrate a substantial enhancement in overall system 

dynamics when contrasted with the traditional PI controller. An advanced MPPT strategy coupled with pitch 

angle control was introduced in [24]. This research focuses on two primary objectives. The first is to 

coordinate the generator and GSC to follow the optimal wind speed setpoint determined by the MPPT 

technique. The second is to mitigate the chattering issue inherent in standard SMC by introducing a novel 

smooth continuous SMC strategy. Furthermore, Lyapunov stability analysis validates the proposed sliding 

mode controller. Simulation results underscore the controller's effectiveness in achieving precise, stable 

operation with minimal output current ripple. 

 

2.2. Review 

Table 1 provides an overview of several controlling methods for PMSG-based WECS. Initially, a 

DNN classifier, which can handle unstructured and unlabeled data, was recommended in [25]. However, 

overfitting remains a significant challenge encountered in this approach. Furthermore, the AI-AVO method, 

designed to prevent premature convergence and achieve optimal solutions, faces challenges such as slow 

convergence rates, high computational demands, and sensitivity to parameter settings [19]. Likewise, the 

CWOA strategy, presented to decrease parameter optimization time, still requires significant computational 

resources to determine optimal parameters [20]. Additionally, SMC control, proposed for enhanced system 

performance and high robustness, encounters the challenge of the chattering phenomenon [21], [25]. 

Similarly, the PI+PSO scheme, introduced, is easy to implement and converges faster but is computationally 

expensive [22]. In addition, the OPSO-SVR model suggested, which offers better performance and faster 

convergence, is computationally intensive and requires careful parameter tuning for optimal results [23]. The 

ALO-PI strategy, developed, offers superior performance and eliminates the need for gradient information; 

however, a major drawback is its slow convergence and is computationally expensive [24]. Therefore, this 

research endeavors to resolve the previously outlined issues and optimize WECS performance through 

PMSG integration. 
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Table 1. Features and challenges of PMSG-based WECS using various controlling strategies 
Author [citation] Methodology 

utilized 

Features Challenges 

Salime  

et al. [18] 

FFOC − Power quality with low harmonic 

distortion 

− Simple implementation 

− Face challenges especially in systems with 

faster dynamics or under extreme load 

conditions 

Chinamalli and 

Sasikala [19] 

AI-AVO 

approach 
− Prevents premature convergence and 

achieves optimal solutions 

− However, they also face challenges in terms of 

slow convergence rates, high computational 

demands and sensitive parameter settings 

Chinamalli and 
Sasikala [20] 

CWOA technique − Decrease parameter optimization time − Determining optimal parameters can be 

computationally demanding 

Laabidine  

et al. [21] 

SMC control − Offers high levels of robustness for 

enhanced system performance 

− A significant challenge associated with SMC 

is the chattering phenomenon 

Hannachi  

et al. [22] 

PI+PSO − Easy to implement 

− Converges faster 

− Computationally expensive 

Abo-Khalil  

et al. [23] 

OPSO-SVR 

model 
− Better performance 

− Converges quickly 

− However, it is computationally intensive and 

requires careful parameter tuning for optimal 

performance. 

Haridy  
et al. [24] 

ALO-PI strategy − Offers superior performance 

− Eliminates the need for gradient 

information. 

− Converges slowly 

− Computationally expensive 

Majout  

et al. [25] 

PSMC control − Offers high levels of robustness for 

enhanced system performance 

− A significant challenge associated with SMC 

is the chattering phenomenon 

 

 

3. SYSTEM MODEL OF A PMSG-BASED WIND TURBINE GENERATION SYSTEM 

By employing a permanent magnet to transform the mechanical energy generated by the wind 

turbine into AC electricity, the IPMSG acts as a generator. The generator transforms the mechanical rotation 

into electrical energy by use of magnetic fields. A generator's electric output may rise with an increase in 

load current or rotor speed. An insulated-gate bipolar transistor (IGBT)-based pulse width modulation 

(PWM) converter is then used to rectify this AC output into DC power, which is then sent into a DC link. A 

PWM converter is used to modify the AC output voltages of the IPMSG in order to control its power output. 

With the aid of an additional energy inverter, this enables the IPMSG to deliver AC power into the grid or a 

load while preserving its steady voltage and frequency. Whereas 𝐴𝑑 defines the air density; 𝐵𝑟  implies the 

area swept in the rotor blade which is 𝐵𝑟 = 𝜋𝑟𝑤
2; Let the rotor radius be 𝑟𝑤 in meters, 𝜐 states the WT velocity 

and 𝐶𝑤 characterizes the wind power factor which is a function of tip speed ratio (𝛼) and the blade pitch 

angle (𝛿) [26]. While 𝜔𝑟 demonstrate the wind rotating speed in rad/sec. The mechanical output power of 

wind is, 

 

𝑃𝑜 =
1

2
𝐴𝑑𝐵𝑟𝜐3𝐶𝑤(𝛼, 𝛿) (1) 

 

𝐶𝑤 = 0.5(𝛼 − 0.022𝛿2 − 5.6)𝑒−0.17𝛼 (2) 
 

𝛼 =
𝑟𝑤𝑁𝑠

𝜐
  (3) 

 

3.1.  Modelling of IPMSG  

The developed IPMSG modeling system, which takes into consideration both copper loss and core 

loss in the stator, is shown in Figure 1. Moreover, core loss attributed to hysteresis and eddy current losses 

are represented by an equivalent core-loss resistance 𝑅𝑐𝑙. Additionally, a process is developed to compute the 

value of 𝑅𝑐𝑙, which varies linearly with IPMSG rotor speed 𝜔𝑅𝑜𝑡𝑜𝑟  according to the model in [27]. 

 

𝑅𝑐𝑙 = 𝐽𝑟 ∗ 𝜔𝑅𝑜𝑡𝑜𝑟   (4) 

 

where, 𝐽𝑟 = 0.2083 (Ω/rpm). 

By using permanent magnets to create the rotor's magnetic field, a PMSG is a synchronous 

generator that does not require an external DC field. This technology offers several advantages, making 

PMSG a preferred choice for various applications. The brushless and slip ring-free design of the PMSG 

enables a compact size, high reliability, and reduced mechanical friction losses. Its power density, or energy 

output per unit volume, is optimized. Additionally, the PMSGs are more efficient because they do not require 

rotor power conversion or a loss, which increases the generator's total efficiency [27]. Additionally, PMSGs 

have a greater working range, which enables them to function better in low wind speed situations when other 

generator types can have trouble. Because PMSGs do not depend on power electronics or slip rings for 

https://ieeexplore.ieee.org/author/37088073603
https://ieeexplore.ieee.org/author/37088073603
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control, they also have better grid compatibility, which lowers maintenance costs and boosts system 

dependability [28]. 

 

 

 
 

Figure 1. IPMSG system model 

 

 

The PMSG model developed in this study is based on several simplifying assumptions commonly 

employed to reduce model complexity [29], [30]. First of all, a key assumption is the absence of magnetic 

circuit saturation. Secondly, neglecting eddy current losses and hysteresis linearizes the flux-current 

relationship. Additionally, a sinusoidal magnetomotive force (MMF) distribution is assumed. Given the 

smooth pole design, rotor damping is considered minimal. The PMSG stator voltage equations are expressed 

in the d-q synchronous reference frame [31]. 

 

𝜐𝑑 = 𝑟𝑥𝐼𝑑𝑥 − ℎ𝑑
𝑑𝐼𝑑𝑥

𝑑𝑡
+ 𝜔𝑠ℎ𝑞𝑥𝐼𝑞𝑥  (5) 

 

𝜐𝑞 = 𝑟𝑥𝐼𝑞𝑥 − ℎ𝑞
𝑑𝐼𝑞𝑠

𝑑𝑡
+ 𝜔𝑥ℎ𝑑𝑥𝐼𝑑𝑥 + 𝜔𝑥𝜑𝑙  (6) 

 

here, 𝜑𝑙 defines the flux linkage of PM; 𝜐𝑑 and 𝜐𝑞 states the d-q voltages of the stator; 𝐼𝑑𝑥 , 𝐼𝑞𝑥 implies the d-q 

current of the stator; ℎ𝑑𝑥, ℎ𝑞𝑥 depicts the inductance of d-q axis. Magnetic saturation can be incorporated into 

the analysis by modeling ℎ𝑞 in terms of 𝐼𝑞 . While w defines a positive constant integer, the nonlinearity 

introduced by the IPMSG system's susceptibility to magnetic saturation limits the applicability of loss 

minimization methods and linear control theory. To overcome this constraint, the study employs a nonlinear 

control strategy. The expression for the electromagnetic torque is given by (7), (8), 

 

ℎ𝑞 = ℎ𝑞𝑥 − 𝑤|𝐼𝑞|  (7) 

 

𝑇𝐸𝑀 = −
3

4
𝑛𝑠[𝜑𝑙𝑖𝑞𝑥 + (ℎ𝑑 − ℎ𝑞)𝐼𝑑𝑥𝐼𝑞𝑥] (8) 

 

3.2.  Maximizing wind turbine output 

To maximize energy output 𝐸𝑜, the wind turbine's rotational speed is carefully controlled.  

Across a range of wind speeds, the system can maximize its efficiency by maintaining the ideal tip speed 

ratio 𝛼. This yields high mechanical output energy from the wind turbine. As indicated by (9), the ideal 

IPMSG rotor speed is directly proportional to wind speed, with the constant 𝑑𝑤 constrained by wind turbine 

limitations [32]. 

 

𝜔𝑟0 = 𝑑𝑤𝜐𝑤  (9) 

 

3.3.  Copper and core loss reduction in IPMSG 

There are four types of PMSG losses: mechanical, stray-load, core, and stator copper. Of these, 

stator current fundamentals directly affect and control only stator copper and core losses. Consequently, this 

paper determines the IPMSG’s maximum efficiency point through an offline nonlinear optimization process 

aimed at minimizing combined copper and core losses. whereas, 𝜑𝑙 = 0.246; 𝑟𝑥 = 0.1764, 𝐼𝑑𝑐  signifies the 
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overall 𝐼𝑑 signals, 𝐼𝑞  defines the optimal value with a lower bound of -50 and higher bound of 10. 𝜌 

symbolizes the best value with a higher limit of 30 and lower limit of 6. 𝑟𝑥 and 𝑅𝑐𝑙 be the stator resistance 

and core-loss resistance. Moreover, 𝑉 states the viscous damping coefficient in Kg square metre/s; 𝑇𝑀𝐸𝐶𝐻  

indicates the input mechanical torque. Whereas, ℎ𝐶𝑃𝑅 and ℎ𝐶 states the copper as well as core losses [30]. 

𝐼𝑀𝐴𝑋 and 𝑉𝑀𝐴𝑋 implies the maximal IPMSG current and voltages. Minimal loss, 

 

ℎ𝑙𝑜𝑠𝑠 = ℎ𝐶𝑃𝑅 + ℎ𝐶 (10) 

 

Subjected to 

 

ℎ𝐶𝑃𝑅 = 1.5𝑟𝑥(𝐼𝑑
2 + 𝐼𝑞

2) (11) 

 

𝐼𝑑 = −𝜐−1(𝑃𝐼𝑑𝑐
2 + 𝑄𝐼𝑑𝑐

3 + 𝑅𝐼𝑑𝑐
4 − 𝑆) (12) 

 

𝜐 = 𝜑𝑙𝑟
3𝜌 + 𝜔𝑠

2 − 2𝐼𝑞𝑐
2 𝛾2𝜑𝑙𝑉𝑑

4𝜏𝜌𝜔𝑠
2(𝑟𝑥 + 𝑅𝑐𝑙) (13) 

 

𝑅𝑐𝑙 = 𝑙𝑟 ∗ 𝜔𝐺 = (0.2083/60) ∗ (1200/60) (14) 

 

𝜔𝑠 =
𝑛𝑠∗𝜔𝐺

2
=

6∗(1200/60)

2
 (15) 

 

𝛾 =
ℎ𝑞

ℎ𝑑
=

20.5822∗10−3

6.24∗10−3  (16) 

 

𝑃 = 3 (
(𝜔𝑠

2 ∗ ℎ𝑑
2 ∗ (𝑟𝑥 + 𝑅𝐶𝐿) ∗ 𝜑𝑙

2 ∗ 𝜏) + (1 + 𝜏) ∗

(ℎ𝑑𝜙2𝜏𝛼) − ((2 ∗ 𝐼𝑞
2 ∗ 𝛾2 ∗ 𝜑𝑙 ∗ ℎ𝑑

5 ∗ 𝜏3 ∗ 𝛼 ∗ 𝜔𝑠
2)(𝑟𝑠 + 𝑅𝐶𝐿))

) (17) 

 

𝑄 = (
(3 ∗ ℎ𝑑

2 ∗ 𝜑𝑙 ∗ 𝜏2 ∗ 𝛼) + (3 ∗ 𝜔𝑠
2 ∗ ℎ𝑑

4 ∗ 𝜏2)

(𝑟𝑥 + 𝑅𝐶𝐿) ∗ 𝜑𝑙(1 + 𝜏)
) (18) 

 

𝑅 = (ℎ𝑑
2 ∗ 𝜏3 ∗ 𝛼) + (ℎ𝑑

5 ∗ 𝜏3 ∗ 𝜔𝑠
2)(𝑟𝑥 + 𝑅𝐶𝐿) (19)  

 

𝑆 = −(𝐼𝑞
2 ∗ 𝜑𝑙

2 ∗ 𝛾2 ∗ ℎ𝑑
3 ∗ 𝛼 ∗ 𝜔𝑠

2 ∗ 𝜏) (20) 

 

ℎ𝐶 = 1.5(𝐼𝑑𝑐
2 + 𝐼𝑞𝑐

2 )𝑅𝐶𝐿(𝜔𝐺) (21) 

 

= 1.5𝜔𝑠
2 [(ℎ𝑑𝐼𝑑𝑥 + 𝜑𝑙)2 + (ℎ𝑞(𝐼𝑞)𝐼𝑞𝑥)

2
] /𝑅𝐶𝐿(𝜔𝐺) (22) 

 

From (1)-(3), (7) and (8) 

 

𝜐𝑑 = 𝑟𝑥𝐼𝑑 − 𝜔𝑠ℎ𝑑(𝐼𝑞)𝐼𝑞𝑥 (23) 

 

𝜐𝑞 = 𝑟𝑥𝐼𝑞 + 𝜔𝑠ℎ𝑑𝐼𝑑𝑥 + 𝜔𝑠𝜑𝑙   (24) 

 

𝐼𝑑𝑥 = 𝐼𝑑 − (𝜐𝑑 − 𝑟𝑥𝐼𝑑)/𝑅𝐶𝐿(𝜔𝐺)  (25) 

 

𝐼𝑞𝑥 = 𝐼𝑞 − (𝜐𝑞 − 𝑟𝑥𝐼𝑞)/𝑅𝐶𝐿(𝜔𝐺)  (26) 

 

𝑇𝑀𝐸𝐶𝐻 − 𝑇𝐸𝑀 − 𝑉𝜔𝐺 = 0  (27) 

 

𝑇𝑀𝐸𝐶𝐻 = 𝑃0/𝜔𝐺  (28) 

 

𝜔𝑠 = 𝑛𝑠𝜔𝐺/2  (29) 

 

𝐼𝑑
2 + 𝐼𝑞

2 ≤ 𝑖𝑀𝐴𝑋
2   (30) 
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𝜐𝑑
2 + 𝜐𝑞

2 ≤ 𝜐𝑀𝐴𝑋
2  (31) 

 

3.4. Dataset collection 

Following the data collection methodology outlined in paper, this study employs two datasets 

corresponding to rotor speeds of 50 and 100 rpm [33]. The primary focus is to analyze the core losses 

associated with these rotor speeds, along with determining optimal parameters. To achieve this, key metrics 

such as quadrature current ′𝐼𝑞 ′ and tip speed ratio ′𝛼′ were carefully recorded for a range of rotor speeds, 

providing a comprehensive understanding of performance dynamics. 

 

3.5. Data pre-processing 

Data normalization is a preprocessing technique that transforms numerical features into a common 

scale. This process is essential to provide features with higher values from dominating calculations. By 

standardizing the data, we reduce bias towards particular variables by standardizing the data, guaranteeing 

that each characteristic contributes fairly to the analysis. Data normalization is a critical preprocessing step in 

the development of robust DNN. Extensive research has highlighted its role in enhancing model accuracy. A 

widely employed normalization method is min-max scaling, which linearly transforms data to a specified 

range, typically between 0 and 1 [33]. Whereas, 𝑁𝑜𝑟𝑚 simulates the normalization signal and 𝑁 indicates the 

collection of signals across all charging cycles. 

 

𝑁𝑜𝑟𝑚 =
𝑁−𝑁𝑀𝐼𝑁

𝑁𝑀𝐴𝑋−𝑁𝑀𝐼𝑁
  (32) 

 

3.6. Deep neural network 

A DNN architecture comprises an input layer, followed by one or more hidden layers, and 

culminating in an output layer as depicted in Figure 2(a)[34]. Each layer contains interconnected nodes, 

forming a hierarchical structure. Information propagates forward through these layers, generating the 

predicted target values at the output layer as in Figure 2(b). As shown in (33) and (34) outline the 

mathematical computation of the target value based on input variables. Here, 𝑋1 and 𝑋2represent input 

features, while𝑁1 and 𝑁2denote hidden layer node values. The activation function𝐴𝑓transforms these values. 

The final output or predicted value is represented by �̂�, which is influenced by weights (𝑊) and biases (𝐵) 

applied throughout the network. The weighted sum of the inputs is converted into a non-linear output via the 

activation function. A commonly employed activation function in regression models is the Rectified Linear 

Unit (ReLU) [35]. A threshold of zero is applied by the non-linear activation function ReLU. If the input 

(𝑍)is negative, it returns zero. Otherwise, it returns the input value unchanged. 

 
𝑁1 = 𝐹(𝑋1𝑊11 + 𝑋2𝑊21 + 𝐵1)
𝑁2 = 𝐹(𝑋2𝑊12 + 𝑋2𝑊22 + 𝐵2)

}  (33) 

 

�̂� = 𝐹(𝑁1𝑊31 + 𝑁2𝑊32 + 𝐵3) (34) 

 

𝐹 = {
𝑍 < 0𝐹(𝑍) = 0
𝑍 ≥ 0𝐹(𝑍) = 𝑍

  (35) 

 

 

  
(a) (b) 

 

Figure 2. Overview of the DNN model and its output (a) structure of the DNN model and (b) predicted output 

of the DNN 
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To enhance model accuracy, the backpropagation algorithm iteratively adjusts layer weights by 

minimizing the discrepancy between predicted and actual values [36]. This optimization process involves 

calculating the error function's gradient using gradient descent, subsequently updating neuron weights to 

reduce the overall error. The proposed methodology utilizes core loss and rotor speed as input parameters for 

a DNN model, while the corresponding tip speed ratio ′𝛼′ and quadrature current ′𝐼𝑞 ′ are designated as target 

outputs. To optimize the model's performance and maximize wind power generation, the hybrid Lyrebird-

based coati optimization (LB-COA) algorithm is employed to refine relevant model parameters. 

 

 

4. PARAMETER TUNING VIA HYBRID LB-COA ALGORITHM 

4.1.  Objective function 

The study aimed to optimize PMSG-based WECS by integrating deep learning and optimization 

algorithms. The weights of the DNN classifier are optimally tuned using a proposed hybrid LB-COA. This 

algorithm serves as the objective function, ensuring that the solution bounds remain within the range of 0 to 1. 

By leveraging this proposed LB-COA approach, the study aims to enhance the accuracy and efficiency of the 

DNN classifier, demonstrating the effectiveness of the LB-COA in optimizing complex neural network 

parameters. The effectiveness of the optimization was evaluated through simulations comparing the system’s 

performance with the existing models like DNN-PMSG, lyrebird optimization algorithm + deep neural 

networks (LOA+DNN), coati optimization algorithm + deep neural networks (COA+DNN), sand cat swarm 

optimization + deep neural networks (SCSO+DNN), and zebra optimization algorithm + deep neural networks 

(ZOA+DNN) [34], [37]–[40]. 

 

4.2.  Developed hybrid LB-COA technique 

LOA [37] is a population-based metaheuristic technique employing a population of artificial 

lyrebirds. The Lyrebird optimization algorithm (LOA) can be applied to various types of optimization 

problems, particularly those involving complex, high-dimensional, and nonlinear objective functions. Each 

lyrebird represents a potential solution, characterized by its position within the problem domain. Each 

lyrebird's behavior can be modelled as a point in decision space. The hybrid LB-COA is an advanced 

modification of the basic LOA method. It combines the principles of the LOA with another optimization 

technique, coati optimization algorithm (COA), to enhance performance. While the basic LOA is effective 

for searching global optima, it may struggle with local convergence in certain complex optimization 

problems. By integrating COA, the LB-COA hybrid improves the exploration and exploitation balance.  

 

4.3.  LOA statistical model 

The developed LOA technique dynamically adjusts population member positions at each iteration 

by simulating the lyrebird's behavior in response to perceived threats. Inspired by the lyrebird's behavior, the 

population update involves two primary actions: escaping and hiding. Figure 3 denotes the flowchart of  

LB-COA approach. 

The LOA algorithm simulates the lyrebird's strategic choice between fleeing and hiding when faced 

with danger, modeled by (36). Consequently, each LOA position is adjusted in each iteration depending on 

one of the two phases. Where, 𝑅𝑛𝑑 defines the arbitrary count within the range [0,1]. 

Update process for 

 

𝐻𝑝: {
𝑎𝑠𝑝𝑒𝑟𝑆𝑡𝑎𝑔𝑒1, 𝑅𝑛𝑑 ≤ 0.5
𝑎𝑠𝑝𝑒𝑟𝑆𝑡𝑎𝑔𝑒2, 𝑒𝑙𝑠𝑒

  (36) 

 

Stage 1: strategy for escaping (explored level) 

During this LOA level, population members are repositioned within the searching space by 

mimicking the lyrebird's escape from a perilous location to safer grounds. Significant positional alterations 

are caused by this dynamic movement, which improves the algorithm's ability to search globally by enabling 

it to investigate various areas of the solution space. People choose population members with higher objective 

function values as preferred target locations in the LOA framework. These identified positions constitute the 

safe area set for each member, calculated using (37). 

 

𝑆𝑝 = {𝐻𝑘 , 𝑂𝑓𝑘 < 𝑂𝑓𝑝 𝑎𝑛𝑑 𝑘 ∈ {1,2, . . , 𝑛}  (37) 

 

while, 𝑝 = 1,2, . . . , 𝑛. At this time, 𝑆𝑝 defines the safest area set for 𝑝𝑡ℎ lyrebird; 𝐻𝑘 implies the 𝐻 matrix 

with 𝑘th row with an objective function of 𝑂𝑓𝑘 which is better than the 𝑝𝑡ℎ LOA member. The LOA 
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algorithm simulates a random escape of the lyrebird to one of the identified safe areas. A new location for 

each population member is computed depending on this simulated displacement according to (38). If the new 

position yields an improved objective function value, it changes the earlier position according to (39). 

 

𝐻𝑝,𝑞
𝐿1 = 𝐻𝑝,𝑞 + 𝑅𝑛𝑑𝑝,𝑞 . (𝑆𝐴𝑝,𝑞 − 𝐵𝑝,𝑞 ∗ 𝐻𝑝,𝑞)  (38) 

 

𝐻𝑝 = {
𝐻𝑝

𝐿1, 𝑂𝑓𝑝
𝐿1 ≤ 𝑂𝑓𝑝

𝐻𝑝 , 𝑒𝑙𝑠𝑒,
  (39) 

 

In this context, 𝑆𝐴𝑝 denotes the chosen safe area for the ith lyrebird, with 𝑆𝐴𝑝,𝑞 representing its pth 

dimensional coordinate. 𝐻𝑝
𝐿1 states the newly computed location of the 𝑝𝑡ℎ lyrebird according to the 

proposed LOA's escape mechanism. 𝑂𝑓𝑝
𝐿1 calculates the objective functional value, 𝑅𝑛𝑑𝑝,𝑞 represent the 

arbitrary count among 0 and 1, while 𝐵𝑝,𝑞 defines the randomly assigned values of either 1 or 2. 

 

 

 
 

Figure 3. Flowchart of LB-COA technique 

 

 

Stage 2: strategy for hiding (exploited level) 

This LOA phase emulates the lyrebird's strategy of concealing itself within its immediate safe zone. 

By meticulously examining the surrounding environment and making incremental movements towards a 

 

 

Start 

Specify problem definition: input variables, 

optimization goal, and limitations. 

Set populace size and iteration count 

Randomly initialize the populace matrix  

Obtain the new LOA location through 

Eqn. (40) 

Establish a set of candidate safe spots for 

the pth lyrebird through Eqn. (37) 

Obtain the new LOA location  

through Eqn. (38) 
Modify by Eqn. (41) 

 

Modify by Eqn. (39) 

 

 

Save optimal outcome  

 

 

 

Print ideal solution  

End  

Yes 

No

 

Yes 

No 
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suitable hiding spot, the algorithm refines its position subtly. The behavior of the process of escaping from 

predators are same for both LOA and coati optimization (i.e.,) exploitation phase. Therefore, coati [38] is 

best suited for escaping through social behavior, climbing and defensive aggression. It can leverage its social 

structure for increased vigilance and can quickly move to a safe place if threatened. So based on the above 

strategy the exploitation phase equation of coati is used in the LOA technique named as lyrebird optimization 

algorithm-based coati optimization (LB-COA) algorithm. 

 

𝐻𝑝,𝑞
𝐿2 = 𝐻𝑝,𝑞 + (1 − 2𝑅𝑛𝑑). (𝐿𝐵𝑞

𝑙𝑜𝑐𝑎𝑙 + 𝑅𝑛𝑑. (𝑈𝐵𝑞
𝑙𝑜𝑐𝑎𝑙 − 𝐿𝐵𝑞

𝑙𝑜𝑐𝑎𝑙))      (40) 

 

while, 

 

𝐿𝐵𝑞
𝑙𝑜𝑐𝑎𝑙 = 𝐿𝐵𝑞/𝑖𝑡 

𝑈𝐵𝑞
𝑙𝑜𝑐𝑎𝑙 = 𝑈𝐵𝑞/𝑖𝑡 

𝐻𝑝 = {
𝐻𝑝

𝐿2, 𝑂𝑓𝑝
𝐿2 ≤ 𝑂𝑓𝑝

𝐻𝑝 , 𝑒𝑙𝑠𝑒,
 (41) 

 

while, 𝐻𝑝
𝐿2 indicate the current location depending on the LOA hiding strategy. The objective function value 

𝑂𝑓𝑝
𝐿2 is assessed for this new position. 𝑅𝑛𝑑 states the arbitrarily chosen bound within [0,1] and 𝑖𝑡 be the 

iteration count. Algorithm 1 depicts the pseudocode of the presented LB-COA strategy.  

 

Algorithm 1. Pseudocode of LB-COA  
Provide problem definition: input variables, 

optimization goal, and limitations. 

Set 𝑛populace size and iterations (𝑖𝑡) 
Randomly initialize the populace matrix  

𝐻𝑝,𝑑 ← 𝐿𝐵𝑑 + 𝑅𝑛𝑑. (𝑈𝐵𝑑 − 𝐿𝐵𝑑) 
Calculate the fitness 
Ascertain the most suitable option 
For 𝑖𝑡 = 1 𝑡𝑜 𝑖𝑡𝑚𝑎𝑥 

        For 𝑃 = 1 𝑡𝑜𝑛 
Identify the lyrebird's defensive tactic against 

predation utilizing Eqn. (36) 

If 𝑅𝑛𝑑𝑝 ≤ 0.5 (Stage 1) 
Establish a set of candidate safe spots for the pth 

lyrebird through Eqn. (37) 

Obtain the new LOA location through Eqn. (38) 

Modify the LOA member's position by Eqn. (39) 

else (Stage 2) 

Obtain the new LOA location through Eqn. (40) 

Modify the LOA member's position by Eqn. (41) 

end if 

end while 
end (For 𝑃 = 1 𝑡𝑜𝑛) 
Save the optimal outcome 

end (For 𝑖𝑡 = 1 𝑡𝑜 𝑖𝑡𝑚𝑎𝑥) 

Output the optimal result within LOA 

end LOA 

 

 

5. RESULTS AND DISCUSSIONS 

5.1. Experimental setup 

A Simulink model, as seen in Figure 4, was used to produce data for managing a PMSG-based 

WEGS constructed in the MATLAB 2021b environment in order to evaluate the efficacy of the suggested 

LB-COA DNN technique. A performance comparison was conducted between the obtained results and those 

of alternative approaches such as DNN-PMSG, LOA+DNN, COA+DNN, SCSO+DNN, and ZOA+DNN 

[34], [37]–[40]. To highlight the efficiency of the suggested control method, the dynamic behavior and 

steady-state of the WTG system is examined in this section for learning rates of 70%, 80%, and 90%. A 

thorough evaluation of the model's performance was displayed utilizing a range of error metrics, such as 

“mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), mean absolute 

percentage error (MAPE), mean absolute relative error (MARE), mean squared relative error (MSRE), and 

root mean squared relative error (RMSRE),” which confirmed its accuracy. In addition, the convergence 

graph and the computational time have also been analyzed in comparison with the traditional models. 
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Figure 4. Simulation setup 

 

 

Figures 5(a) to 5(e) display a visual comparison of real-time data versus predicted data waveform 

for the existing COA, LOA, SCSO, and ZOA methods and LB-COA+DNN method, focusing on sample size 

and target values with a 70% learning rate. On observing the result, it can be noted that the predicted value of 

the adopted LB-COA+DNN model is very close to the actual data when compared to existing COA, LOA, 

SCSO, and ZOA methods. This improved performance indicates that the proposed model is more efficient in 

modelling the underlying data patterns, leading to predictions that closely align with actual values. Likewise, 

Figures 6(a) to 6(e) and Figures 7(a) to 7(e) present the waveform of actual versus predicted data for the  

LB-COA+DNN model over traditional COA, LOA, SCSO, and ZOA models under learning rates of 80% 

and 90%, respectively. According to the findings, combining the LB-COA method with deep neural networks 

improves the model's capacity for data learning and increases its dependability for real-world uses. These 

results demonstrate the potential benefits of the LB-COA+DNN approach over conventional techniques with 

regard to prediction efficacy and accuracy. 

 

 

   
(a)  (b)  (c)  

   

  
(d)  (e)  

 

Figure 5. Waveform of actual vs predicted data for proposed over standard models under 70% learning rate, 

(a) COA, (b) ZOA, (c) LOA, (d) SCSO, and (e) proposed 
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(a)  (b)  (c)  

   

  
(c) (d) 

 

Figure 6. Waveform of actual vs predicted data for proposed over standard models under 80% learning rate, 

(a) COA, (b) ZOA, (c) LOA, (d) SCSO, and (e) proposed 
 

 

   
(a)  (b)  (c)  

   

  
(d)  (e)  

 

Figure 7. Waveform of actual vs predicted data for proposed over standard models under 90% learning rate, 

(a) COA, (b) ZOA, (c) LOA,(d) SCSO and (e) proposed 
 

 

5.2. Error metrics 

To evaluate the LB-COA+DNN approach, we benchmarked it against prevailing methods. As 

shown in Figure 8(a), the integrated LB-COA+DNN classifier significantly outperformed existing techniques 

by achieving a lower MAE. With a 70% LP rating, the designed LB-COA+DNN reached an MAE of 0.0420, 

which is superior to DNN-PMSG, SCSO+DNN, ZOA+DNN, COA+DNN, and LOA+DNN by 46.5%, 

69.5%, 63.4%, 73.18%, and 63.72%, respectively. The recommended LB-COA+DNN model demonstrated 

superior forecasting accuracy compared to existing approaches. Notably, the LB-COA+DNN model achieved 

improvements of 91.79%, 96.07%, 96.69%, 95.77%, and 96.71% over DNN-PMSG, SCSO+DNN, 
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ZOA+DNN, COA+DNN, and LOA+DNN, correspondingly. At a learning rate of 90%, the suggested LB-

COA+DNN classifier in Figure 8(b), yields a MAPE of 7.922, showing improvements of 68.89%, 43.96%, 

31.17%, 72.58%, and 66.96% over the traditional DNN-PMSG, SCSO+DNN, ZOA+DNN, COA+DNN, and 

LOA+DNN methods, respectively. Moreover, Figure 8(c) shows that the LB-COA-DNN method attains a 

MARE of 0.0764528, significantly lower than the other methods like DNN-PMSG, SCSO+DNN, 

ZOA+DNN, COA+DNN, and LOA+DNN methods at 70% LP rating. Furthermore, the designed LB-

COA+DNN model exhibited superior performance across various error metrics in which “RMSE, MAPE, 

MARE, MSRE, and RMSRE” values were recorded as 0.042, 7.645, 0.076, 0.067, and 0.26. In addition, the 

model accomplished a lower MSE of 0.0017 at an 80% LP rating, surpassing DNN-PMSG, SCSO+DNN, 

ZOA+DNN, COA+DNN, and LOA+DNN by 96.33%, 95.62%, 96.32%, 96.79%, and 58.87%, respectively.  

The Figure 8(d) shows a significantly lower MSE of 0.0017, which outperforms competing methods 

by substantial margins. At 70% LP rating Figure 8(e), the LB-COA-DNN method has an MSRE of 

0.0679726, the lowest among the compared techniques, while other methods have much higher values. 

Likewise, as shown in Figure 8(f), the proposed method at 80% rating achieves a smaller RMSE of 0.041, 

while the classical methods reached improvements of 80.84%, 79.07%, 80.80%, 82.11%, and 35.87% over 

the standard DNN-PMSG, SCSO+DNN, ZOA+DNN, COA+DNN, and LOA+DNN models, congruently. 

Additionally, the Figure 8(g) shows the adopted model at 90% rating achieves a smaller RMSRE of 0.08325, 

while the traditional methods attained improvements of 36.84%, 12.1%, 19.45%, 46.71%, and 42.6% over 

the traditional DNN-PMSG, SCSO+DNN, ZOA+DNN, COA+DNN, and LOA+DNN models. This study 

found that the LB-COA+DNN classifier outperformed better with less error rates. For a thorough assessment, 

Tables 2, 3, and 4 provide a comprehensive breakdown of error metrics for the proposed approach versus the 

existing techniques at 70%, 80%, and 90% LP rates. 
 

 

   
(a) (b) (c) 

   

   
(d) (e) (f) 

   

 
(g) 

 

Figure 8. Error metrics of the developed over traditional techniques(a) MAE, (b) MAPE, (c) MARE, 

(d) MSE, (e) MSRE, (f) RMSE, and (g) RMSRE 
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Table 2. Comparison of error metrics for the developed technique at LP=70Row 
Row DNN-PMSG SCSO+DNN ZOA+DNN COA+DNN LOA+DNN LB-COA-DNN 

MSE 0.0215246 0.0450374 0.0534403 0.0418626 0.0537362 0.0017672 
MAE 0.0788029 0.1378910 0.1147761 0.1567432 0.1158881 0.0420377 

RMSE 0.1467127 0.2122201 0.2311716 0.2046035 0.2318107 0.0420377 

MAPE 20.8307533 32.7897911 29.7556152 30.8906689 29.9307137 7.6452844 
MARE 0.2083000 0.3278869 0.2975559 0.3089060 0.2992980 0.0764528 

MSRE 6.1552181 21.5384274 18.8794765 23.3392258 18.9700050 0.0679726 

RMSRE 2.5994802 4.6409512 4.3450518 4.8310690 4.3554568 0.2607156 

 

 

Table 3. Comparison of error metrics for the developed technique at LP=80 
Row DNN-PMSG SCSO+DNN ZOA+DNN COA+DNN LOA+DNN LB-COA-DNN 

MSE 0.046820 0.039235 0.046612 0.053655 0.004176 0.001717 

MAE 0.108249 0.133094 0.108052 0.138463 0.032662 0.041441 
RMSE 0.216379 0.198079 0.215897 0.231635 0.064621 0.041441 

MAPE 28.061081 30.591116 28.010122 31.920084 10.027295 7.513789 

MARE 0.280619 0.305915 0.280104 0.319211 0.100274 0.075138 
MSRE 2.674721 22.197403 19.854713 20.947365 29.199278 0.051107 

RMSRE 1.435619 4.711412 4.455863 4.576829 5.403636 0.226068 

 

 

Table 4. Comparison of error metrics for the developed technique at LP=90 
Row DNN-PMSG SCSO+DNN ZOA+DNN COA+DNN LOA+DNN LB-COA-DNN 

MSE 0.041591 0.002357 0.008055 0.050503 0.040529 0.001973 

MAE 0.146884 0.024655 0.049611 0.138616 0.100682 0.044420 
RMSE 0.203938 0.048545 0.089750 0.224728 0.201318 0.044420 

MAPE 26.316729 5.503065 11.511068 28.901457 23.977884 7.922265 

MARE 0.263167 0.055031 0.115111 0.289014 0.239778 0.079223 
MSRE 0.204021 0.041722 0.077162 0.302880 0.259279 0.006930 

RMSRE 0.451687 0.204261 0.277780 0.550346 0.509195 0.083245 

 

 

5.3.  Convergence graph 

The proposed technique's fitness function assessment is shown in Figure 9, where the number of 

iterations is adjusted from 0 to 50. The graph reveals that our model effectively minimizes the fitness 

compared to other classical methods. Primarily, Figure 9(a) represents the 70% learning rate in which the 

fitness of the suggested system for the 10th iteration is 0.045, which is 4.25%, 2.17%, 2.82% and 6.25% 

better than the SCSO, ZOA, COA, and LOA techniques. In addition, the fitness function of the model 

consistently declines with each iteration, as visualized in the graph. Based on Figure 9(b), for an 80% 

learning rate, the selected LB-COA approach achieved a minimal fitness function of 0.041 for the 40th 

iteration which is better than SCSO by 4.4%, ZOA by 2.4%, COA by 2.56% and LOA by 2.43%, 

respectively. Similarly, Figure 9(c) depicts the fitness function of a 90% learning rate in which the developed 

LB-COA technique achieves a faster convergence at the 50th iteration, which is equal to 0.038, which is 

3.5%, 0.4%, 1.3% and 2.04% superior to SCSO, ZOA, COA and LOA techniques correspondingly. The 

results demonstrate that LB-COA outperforms traditional approaches by significantly reducing the fitness 

function value. The proposed LB-COA's convergence analysis over the popular SCSO, ZOA, COA, and 

LOA models are shown in Table 5. 

 

 

   
(a)  (b)  (c)  

 

Figure 9. Convergence graph based on several LP rates, (a) LP=70, (b) LP=80, and (c) LP=90 
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5.4.  Computational time 

Table 5 provides a detailed comparison of computational times between the proposed developed 

LB-COA and several traditional optimization algorithms, including SCSO, ZOA, COA, and LOA. When  

the LP is 70, LB-COA significantly outperforms the other algorithms, achieving a computational time of 

1982.4 s. The attained computational time significantly outperforms SCSO by 20172 s, ZOA by 21602 s, 

COA by 24656 s, and LOA by 99743 s. Similar improvements were observed for LP=80 and 90, while the 

developed LB-COA attains 2850.6 s and 4997.9 s when compared to the other methods. 

 

 

Table 5. Computational time analysis 
 SCSO ZOA COA LOA PROP 

LP=70 20172 21602 24656 99743 1982.4 

LP=80 26031 23758 19651 15796 2850.6 
LP=90 16468 33238 16472 16267 4997.9 

 

 

6. CONCLUSION 

This research presented a hybrid LB-COA approach to optimize the weights of the DNN classifier, 

enhancing the performance, prediction accuracy, and energy efficiency of wind power generation using 

PMSGs. The proposed model achieved an MAE of 0.0420 after 70% training, outperforming DNN-PMSG, 

SCSO+DNN, ZOA+DNN, COA+DNN, and LOA+DNN by 46.5%, 69.5%, 63.4%, 73.18%, and 63.72%, 

respectively. Similarly, the developed LB-COA algorithm demonstrates rapid convergence, achieving a 

fitness value of 0.038 within 50 iterations. This represents a 3.5%, 0.4%, 1.3%, and 2.04% improvement over 

SCSO, ZOA, COA, and LOA, respectively, confirming the superiority of LB-COA in minimizing the fitness 

function. To assess the efficacy of the proposed LB-COA+DNN approach, its performance was measured 

against existing techniques. The LB-COA's capabilities were rigorously verified through simulations 

conducted in MATLAB/Simulink under diverse wind circumstances. Simulation results and comparative 

studies validate the evaluation of the recommended control strategy for PMSG-integrated variable-speed 

WECS. This hybrid optimization approach could also be used in industries involving complex systems and 

predictive models, such as in smart grids, electric vehicles, and robotics, where energy efficiency and 

accurate prediction are critical. A limitation of this research is that it does not address the challenges of 

implementing these optimizations in real-world, large-scale systems with varying grid conditions. Future 

research on PMSG control for wind energy systems will focus on optimizing efficiency, reliability, and grid 

integration. By leveraging advanced optimization techniques and emerging technologies, the potential to 

enhance WECS is immense. 
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