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 The massively generated data from various technologically advanced 
applications hosted in the cloud and internet of things (IoT) in present times 
calls for effective management towards balancing the demands of both 
service providers and users. The conventional usage of distributed 
frameworks for such big data management is witnessed with various 
ongoing challenges. Hence, this manuscript presents a novel analytical 
framework for big data that can offer reduced cost and reduced time 

demanded to evaluate the distributed big data from multiple data points in 
the cloud in an optimal way. The core ideology of this framework is to gain 
a synchronized optimality for cost and time for executing a task demanded 
for big data analytics complying with the constraints associated with task 
deadline. The proposed framework is capable of fine-tuning the positioning 
of task operation using transform and aggregate strategy to exhibit 37% 
reduced delay, 41% efficient task completion performance, and 28% reduced 
execution time in contrast to existing frameworks. 
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1. INTRODUCTION 

The vast creation of data from internet of things (IoT) and cloud applications has resulted in large 

data volumes, necessitating the use of edge computing to process some data before sending it to the cloud for 

analysis [1]. Streaming analytics are used to manage real-time data on the cloud. This data contributes to the 

development of smart cities, healthcare, and manufacturing, as well as the big data idea, which involves the 

ingestion of data via stream and batch processing [2]–[4]. Data lakes and relational databases contain massive 

amounts of data for advanced processing and analysis. Big data analytics uses a variety of methodologies, 

including descriptive, diagnostic, predictive, and prescriptive analysis, as well as text, graph, and spatial 

analysis [5]–[10]. Big data is commonly processed using distributed frameworks like Hadoop and 

MapReduce. Hadoop is cost-effective, interacts well with ecosystems, and provides fault tolerance, however 
it suffers from latency and resource dependency. MapReduce provides efficient parallel computation, 

scalability, and fault tolerance; however, it suffers from latency caused by batch processing and difficulties in 

multitenant cloud systems. Despite these issues, both frameworks are frequently used for big data analytics, 

with efforts underway to increase scalability and fault tolerance. Distributed frameworks increase data 

processing speed through parallel processing, but also entail difficulties in configuration, maintenance, and 

monitoring, potentially leading to higher resource utilization and delay [11]–[15]. 
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The related work has been studied to extract more insights into exiting frameworks used for 

managing big data analytical applications in cloud. The work presented by Hussain et al. [16] have used 

Apache Hadoop towards improving the better form of analysis on medical dataset. Adoption of Hadoop as 

well as MapReduce was noted in work presented by Kumar et al. [17] emphasizing on addressing issues 

related to resource allocation to accomplish reduced processing time. MapReduce has also been considered 

towards finetuning dynamic task as noted in work of Huang et al. [18] for addressing the degraded 

performance of existing cloud platforms. Azeroual and Nikiforova [19] have used Apache Spark along with 
machine learning libraries to secure the data. Deployment of Apache Flink is witnessed in model developed 

by Rank et al. [20] in order to improve the efficiency of task and processor while processing streams of 

incoming data. Liu et al. [21] have used Apache Beam in order to develop a parallel computing model for 

supporting analysis of big data. The model has also used particle swarm optimization for improving upon the 

operation of MapReduce for controlling the dimensional complexity. Investigation towards Apache Tez, 

which is an alternative MapReduce platform operating on fabric of Hadoop, has been carried out by 

Park et al. [22] considering a use-case of monitoring data lake. Bartolini and Patella [23] have investigated 

usage of Apache Samza leading to development of a middleware module for analyzing heavier files like 

multimedia. Muchenje and Seppänen [24] have presented discussion about the suitability of big data 

analytics toward varied business scores using a matrix-based modelling towards explaining the interaction of 

task. Jing and Dan [25] have presented a centralized scheduler design that is claimed to perform high-end 

data transmission along with placement of task. 
After reviewing the existing related work, following research issues have been identified viz. i) it is 

noted that MapReduce is one of the frequently adopted approach while it has still an open-ended issues 

related to uniform performance of different types of hardware in extensive distributed cloud environment and 

IoT, ii) the mechanism of scheduling the task during analytical operation is also controlled by variable 

resource cost, which has not been analyzed in existing system, iii) existing studies with open-source 

distributed framework is found not to consider influence of differences in resources on multiple position of 

data points, and iv) Existing scheduler design is witnessed to evaluate time towards task execution in order to 

cater up the incoming request to the optimal server without any consideration of constraints associated with 

this scheduling. Hence, it is necessary to consider variability of regions of data points in order to improve the 

relaying of big data analytical services and its availability in a much cost-effective manner.  

The above-mentioned identified research problem is addressed in proposed system by a novel 
analytical model that aims for leveraging big data analytical services and availability to user in cost-effective 

manner on distributed cloud ecosystem. The value-added contribution of the study are as follows: i) the 

proposed system introduces a new analytical framework which works on basis of transform and aggregate 

considering variability attributes of both cost and resources, ii) a novel minimization algorithm has been 

presented to control the cost and time associated to comply with the defined deadline over distributed cloud 

platforms, and iii) to mechanize a proper synchronization between time and cost in order to offer consistent 

performance delivery while performing data analytical operation. 

 

 

2. METHOD 

The prime purpose of the proposed study is to present a simplified and yet novel form of analytical 
framework that can leverage the big data analytical task to be hosted on multiple cloud regions. The prime 

idea is to offer faster task execution and reduced cost of data transfer toward streams of big data. The 

architecture of proposed method is shown in Figure 1. According to Figure 1, the incoming stream of big 

data is subjected to a software framework performing transform and aggregate task. During transform stage, 

the input stream is processed resulting in an intermediate information where the incoming big data stream is 

divided into smaller packets and are subjected to parallel processing. Obtained data are the rearranged 

considering intermediate data and input data. During aggregate stage, all these processed rearranged data 

generated final outcome. The first part of the architecture is related to computation of cost associated with 

forwarding the data during data analytical operation followed by computation of completion time 

considering their respective involved duration. The proposed scheme also introduces algorithm towards 

minimizing cost, time, and optimizes the effective cost synchronization between cost and time attributes. 

This architecture contributes to ensure higher degree of availability of an enriched quality analyzed data 
which can be accessed with reduced delay, higher throughput, minimal resource consumption, and faster 

accomplishment of analytical task computation considering multi-stages of transform and aggregate 

operation introduced in the framework. Apart from this, architecture also offers a fault tolerance 

performance where none of the ongoing analytical processing will be ever affected in case of any abnormal 

circumstance in cloud environment. 
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Figure 1. Adopted research method 

 

 

2.1.  System implementation 

The proposed scheme presents an unconventional data analytical process in cloud where a distinct 

form of positioning of requested task is carried out. The prime ideology is to determine the number of 

transformed task and aggregate task required to be positioned at each location of cloud environment thereby 

assisting towards reading the data by the assigned task in effective way. The proposed scheme implements a 

cost-based computation that targets to optimize cost and duration of completion of task. The discussion of 

system implementation is as follows: 
 

2.1.1. Implemented optimization principle 

The proposed system implements two discrete algorithms which are responsible for computing cost 

and reduce the overall cost associated with completion of ongoing task for a defined set of deadlines. The 

first algorithm targets towards evaluation of cost which is also extended towards time evaluation along with 

optimal performance. The second algorithm further optimizes the overall performance by addressing the 

possible tradeoff between them on dynamic environment. The algorithms are discussed as follows: 

 

Algorithm for cost evaluation 
Input: 𝐺𝑙, 𝑖𝑑𝑝, 𝑑𝑡𝑟 , 𝑑𝑎𝑔𝑔 , 𝛼𝑡𝑟, 𝛼𝑎𝑔𝑔 

Output: 𝛽 

Start 

1. 𝛾 = 𝑓1(𝐺𝑙, 𝑑𝑡𝑟, 𝛼𝑡𝑟) 

2. 𝜓 = 𝑓2(𝛾, 𝑖𝑑𝑝) 

3. 𝜋 = 𝑓3(𝜓, 𝑑𝑎𝑔𝑔 , 𝛼𝑎𝑔𝑔) 

4. (𝛽1𝑐 , 𝛽2𝑐) = 𝑓4(𝛾, 𝜋) 
End 

 

The discussion of algorithmic step are as follows: The algorithm takes the input of Gl (generated 

data at l location), idp (instantaneous data proportion), dtr (duration of transform), dagg (duration of aggregate), 

αtr (data for transform), and αagg (data for aggregate) that upon processing yields β (cost metric). The 

algorithm initially implements a function f1(x) considering the input argument of Gl, dtr, and αtr for reducing 

the cost of transform operation while the transformed data is stored in γ (Line-1). Further, another explicit 

function f2(x) is developed that can obtain all the processing intermediate information with respect to γ and 
idp (Line-2), while the outcome is restored within ψ buffer in cloud. It should be noted that variable idp 

represents proportion of all processed intermediate data divided by all input data. Further, another function 

f3(x) is implemented in order to minimize the cost of aggregate operation with respect to newly obtained ψ 

and dagg, αagg while the data is stored in π matrix (Line-3). It will mean that during the transform operation, 

the algorithm obtains all segment of data pertaining to aggregate task π that are assigned to each region for 

accessibility. Finally, another function f4(x) is implemented which is meant to obtain information of time and 

cost associated with γ and π which is retained in β1c matrix for time and β2c matrix for cost respectively  

(Line-4). The variable γ and π represents data at specific region with respect to cost and time respectively. It 

should be noted that exactly same algorithmic structure can be also used for minimizing the time attribute 

too.  
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Algorithm for time evaluation 
Input: 𝐺𝑙, 𝑖𝑑𝑝, 𝑑𝑡𝑟 , 𝑑𝑎𝑔𝑔 , 𝛼𝑡𝑟, 𝛼𝑎𝑔𝑔 

Output: 𝛽 
Start 

1. 𝛾1 = 𝑓1𝑡(𝐺𝑙, 𝑑𝑡𝑟 , 𝛼𝑡𝑟) 

2. 𝜓 = 𝑓2(𝛾1 , 𝑖𝑑𝑝) 

3. 𝜋2 = 𝑓3𝑡(𝜓, 𝑑𝑎𝑔𝑔, 𝛼𝑎𝑔𝑔) 

4. (𝛽3𝑐 , 𝛽4𝑐) = 𝑓4(𝛾1, 𝜋2) 
End 

 

It can be seen from above algorithmic steps that all the lines of execution are exactly similar to that 

of prior one only with few differences in usage of variable: function f1t(x) is used for obtaining reduced 

transformed time which is then stored in new matrix γ1 representing data (Line-1). Further, function f3t(x) is 

meant for reducing aggregate time while the outcome is stored in matrix π2 (Line-3). Hence first algorithm is 

meant for cost computation while second algorithm is meant for time calculation. The objective function 

developed for further optimization is represented as (1), (2): 

  

𝜓1 = 𝑎𝑟𝑔𝑚𝑖𝑛(𝜒𝑡𝑓 + 𝜒𝑡𝑟)  (1) 

  

𝜓1 = 𝑎𝑟𝑔𝑚𝑖𝑛(𝜒ra + 𝜒agg)  (2) 

 

According (1), the proposed system computes minimal cost ψ1 with respect to incoming traffic load 

(𝜒𝑡𝑓) and transform operation (𝜒𝑡𝑟) in such a way that generated data at l location Gl is equivalent to 

summation of γf quantity of traffic data that are forwarded to destination location from specific data location 

in cloud i.e., Gl=Σγf. The equation (2) states that system targets to minimize the cumulative cost ψ2 computed 

by summation of cost towards rearranging the data (𝜒ra) and cost towards aggregate task (𝜒agg) such that 

summation of π i.e., segment of aggregate task carried out at destination location is equivalent to unity i.e., 

Σπ=1. It can be noted that above two algorithms can successfully optimize both cost as well as time using its 
transform-aggregate framework to carry out data analytical operation with a sole motive of controlling the 

cost of task completion associated to highly distributed cloud analytical network with a defined constraint.  

 

2.1.2. Optimization towards effective cost synchronization 

The first and second algorithm is not meant to perform synchronized task with each other. 

Therefore, proposed system implements third algorithm which is meant towards accomplishing a better form 

of synchronization between task cumulative cost and completion time. According to this algorithm, the 

cumulative cost is optimized by provoking the prior algorithms towards computing reduced cost operation for 

selecting a cost-effective wireless channel in order to forward the data as well as in order to perform cheaper 

cost completion with respect to each slot. The system attempts to optimize the time for completion of task by 

forwarding data to this wireless channel with increased channel capacity in order to ensure reduced time 

involvement while sufficient resources are utilized to perform computation of task on these regions. The 
algorithmic operation carried out of this purpose is as shown below: 

 

Algorithm for optimizing effective cost synchronization 
Input: 𝐺𝑙, 𝑖𝑑𝑝, 𝑑𝑡𝑟 , 𝑑𝑎𝑔𝑔 , 𝛼𝑎𝑔𝑔 

Output: 𝛾𝑓 , 𝜋𝑓 

Start 

1. 𝑀𝑎𝑡1 = arg𝑚𝑖𝑛𝑑𝑢𝑟() 

2. 𝑀𝑎𝑡2 = arg𝑚𝑖𝑛𝑐𝑜𝑠() 

3. 𝐼𝑓 𝛽3𝑡 > 𝛽 

4.    𝑏𝑟𝑒𝑎𝑘(); 
5. 𝐼𝑓 𝛽1𝑐 < 𝛽 

6.     𝑐𝑜𝑚𝑝𝑢𝑡𝑒 (𝛾, 𝜋) 

7. 𝑊ℎ𝑖𝑙𝑒 𝛽𝑛 > 𝛽 

8.       𝛾𝑛 , 𝜋2𝑛 = 𝑓5(𝜆) γn, π2n=f5(λ) 

9.       𝛽𝑛 = 𝑓6(𝛾𝑛 , 𝜋2𝑛)  

10. 𝛾𝑓 = 𝛾𝑛 , 𝜋𝑓 = 𝜋2𝑛 

End 

 

According to the above-mentioned operational steps, the algorithm takes the input argument of Gl 

(generated data at l location), idp (instantaneous data proportion), dtr (duration of transform), dagg (duration of 

aggregate), and αagg (data for aggregate) in order to generate an outcome of γf (quantity of information 

forwarded to destination region in transform stage from specific location), πf (segment of aggregate task 
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operated at destination region). The algorithm initially executes a method argmindur() in order to minimize the 

time followed by constructing a matrix Mat1 which retains γ1 (quantity of information forwarded to 

destination region in transform stage from specific location with respect to computed time), π2 (segment of 

aggregate task operated at destination region with respect to computed time), β3t (task deadline with respect to 

computed time), and β4t (cost of slot with respect to time) (Line-1). Similar computation is carried out by 

introducing method argmincos() towards reducing cost where cost-based attributes (similar to that of prior step 
is considered) are stored in matrix Mat2 (Line-2). If the computed deadline of task β3t is found to be less than 

cut-off deadline β (Line-5), the operation break as it fails to identify possible solution (Line-4). The algorithm 

further checks if deadline of task with respect to cost β1c is found to be more than cut-off deadline β (Line-5), 

the algorithm returns the computed value of γ (quantity of information forwarded to destination region in 

transform stage from specific location with respect to computed cost) and π (segment of aggregate task 

operated at destination region with respect to computed cost) (Line-6). In the consecutive step, the algorithm 

constructs three buffers γn, π2n, and βn which are assigned with newly computed values of γ, π, and β1c 

respectively. The algorithm consecutive checks if value of new deadline βn is found more than cut-off 

deadline β (Line-7), than a method f5(x) is executed that performs finetuning of λ, a finetuning coefficient 

configured with specific value (λ=0.001) while the outcome is positioned within γn and π2n (Line-8). 

Similarly, another method f6(x) is used for obtaining time information with respect to γn and π2n while the 

outcome is substituted in new deadline attribute βn (Line-9). The final score of γf and πf is finally obtained from 
extracting the updated values of γn and π2n respectively (Line-10). Further, the implementation of the 

finetuning coefficient (FTC) using function f5(x) is empirically carried out as (3): 

  

𝐹𝑇𝐶 =  𝛾𝑛  −  𝐴1. 𝐴2  (3) 

 

In the expression (3), it can be noted that proposed system used FTC computation based on three 

attributes i.e., γn, A1, and A2. The attribute A1 is equivalent to difference of γ and γ1 i.e., A1=(γ-γ1) while the 

attribute A2 is computed as a product of finetuning coefficient λ with simulation round h i.e., A2=(λ.h). 

However, this expression (3) is only valid if γ>γ1. However, for vice-versa condition (i.e., γ>γ1), following is 
the formulation of FTC as shown in expression (4), 

 

𝐹𝑇𝐶 =  𝛾𝑛 +  𝐴1. 𝐴2 (4) 

 

A closer look into the third algorithm showcases its capability to optimize the cumulative cost 

associated with meeting the deadline for all distributed analytical task on cloud considering time and cost. 

However, a real-time analytical task of big data conventionally consists of different stages of dependencies. 

Furthermore, there is a need to perform aggregation of all the ultimate outcomes of such task from all 

locations of cloud as the data is stored disperse form in multiple cloud storage units. This calls for more 

extensive cost as well as more consumption of duration in order to meet the deadline of task completion. This 

research challenge is addressed by effectively planning for functioning the jobs in multistage form. A careful 
observation of proposed algorithm also exhibits that there is a reduction in information size as the completion 

of task progresses. Hence, the proposed algorithm is further more finetuned so that it can accomplishes 

overall optimized performance towards the completion of data analytical task of big data over cloud 

environment in distributed manner. 

For this purpose, the proposed scheme initially evaluates the plan towards positioning the task 

related to transform and aggregate on all the region of analytical data points in cloud. In case of execution of 

analytical task in stage wise, the input arguments are generated by the completed jobs being executed in prior 

stage while the size of generated data keeps on minimizing with each progressive execution. It will 

eventually mean the processed and analyzed data size is very much minimized in size in contrast to actual 

source data. Hence, a single region of data point is opted by proposed algorithm where all the generated data 

is received followed by planned execution (of all algorithms) in every upcoming operational stages. This 

significantly curtains extensive cost and time towards analytical data forwarding. Hence, the success factor of 
this algorithm completely depends upon undertaking an evaluation to determine the cardinality of operational 

stages involved in task execution on multiple regions of data points in cloud. The proposed scheme computes 

the reduced cost associated with task execution at multiple data point regions while it ends up choosing the 

task which is characterized by minimal cost. Hence following are the steps of execution towards finetuning 

the algorithm:  

 The algorithm initiates by obtaining number of stages involved in computation. Initially, the complete 

stages of the ongoing task are computed followed by computation of strategy towards positioning the task 

as well as evaluating the associated cost for all the stages. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 4, August 2025: 4259-4267 

4264 

 Once the complete number of stages are found, the algorithm selects specific h number of simulation 

rounds for computing the task featured with minimal cost. It will mean that out of all the tasks, the 

algorithm only selects tasks with reduced cost sampled for hth number of iterations towards multiple data 

points in cloud. 

 After the minimal cost is determined in hth rounds, the algorithm identifies the best strategy to position its 

task. 

 The proposed algorithm determines the number of stages associated with (h-1) distributed data points in 
cloud. It is possible that the number of data recorded in each stage keeps on reducing in contrast to size of 

source data. 

 The first and second algorithm towards minimal cost and time consumption is further computed with the 

updated values of data while similar conditional logic associated to comparing variable (β3t and βn) with 

cut-off (β) is carried out to obtain complied outcomes. 

The execution of the algorithm is resumed till it meets the finally reduced cost in order to represent 

its accomplished state of converging. Hence, the proposed scheme offers a very simplified and yet quite 

sophisticated operation towards leveraging analytical operation of big data associated with distributed 

environment of cloud. The next section presents discussion of the outcomes accomplished from 

implementation of proposed study model. 

 
 

3. RESULT 

The proposed system presents a novel framework towards leveraging big data analytical operation 

and hence it demands to be assessed over a planned environment mapping with near-real world scenario. 

Apart from this, owing to the novelty of newly introduced features associated with analytical data positioning 

over multiple distributed data points, the proposed model is required to be subjected to comparative analysis 

with similar form of conventional framework. Further, a standard set of performance metric with universal 

adoption is chosen to evaluate the effectiveness of present model. The following are more elaborate 

highlights of the adopted strategy of assessment and accomplished study outcomes. 

 

3.1.  Assessment strategy 

The proposed system is scripted in Python environment considering Kaggle dataset [26]. The dataset 
consists of traces of big data varied form of google cluster’s traces with exclusive fields associated with 

utilized resources, decision of scheduling, and submitted jobs. It also has inclusion of information related to 

task along with reservation of shared resources and usage of CPU. The channel capacity considered is  

2 gigabytes per second with 100 computing slots and 0.001 finetuning coefficient. The overall size of this 

dataset is around 2.4 terabytes. The outcome of the study has been evaluated with respect to four types of 

performance parameters i.e., i) delay, ii) cost associated with task completion, ii) time associated with task 

completion, and iv) overall execution time. Further, the proposed scheme has been compared with existing 

software framework that is a current adopted in both research and enterprises viz. Apache Hadoop, Apache 

MapReduce, Apache Spark, Apache Flink, Apache Beam, Apache Tez, and Apache Samza. Conventional 

software framework has been suitably finetuned to fit in uniform testbed where data forwarding is carried out 

from analytical units to cloud distributed data storage units. 
 

3.2.  Accomplished results 

As the core implementation of proposed study model is mainly associated with meeting the 

deadlines of task in cost effective manner. Hence, the first performance-based investigation is carried out 

towards cost associated with task completion as shown in Figure 3. For retaining generality, the cost is 

represented in probability score while the outcome eventually shows proposed system to incur much reduced 

cost in contrast to existing frameworks. 

Figure 2(a) showcase Apache Spark to possess reduced cost while Apache Beam to offer increased 

cost in perspective of existing frameworks. Apache Spark offering better batch processing of big data stream 

while it is still suffering from extensive memory consumption. Execution with Apache Beam has nearly 

similar batch and streaming capability but it has an additional layer of abstraction which extensively 
increases the cost while attempting to complete the task prior to defined deadline. Other conventional 

frameworks too are found to work in sub-optimal manner that doesn’t contribute much towards massive big 

data processing. Figure 2(b) showcases Apache Hadoop to offer reduced time while Apache Flink to offer 

more time consumed towards task completion. It can be justified by adoption of disk-based storage by 

Hadoop leading to slower processing although it is capable of scaling thousands of nodes. Similarly, Apache 

Flink demands extensive dependability of deployed resources although it is well known for its fault tolerance. 

In all this regards, MapReduce do offer reduced time performance; however, it offers limited interactivity 
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leading to keep the suer waiting for job completion that adversely affect the interactive data analysis. 

Figure 2(c) showcase proposed system to excel in highly reduced delay whereas majority of existing 

framework of distributed database management has similar trend of increased delay. This can be attributed by 

inclusion of less iterative operation and inclusion of more logical operations. This process speeds up the 

process of task completion and offers modeling a solution complying with defined deadline by proposed 

system. Figure 2(d) showcase that highly reduced algorithm execution time for proposed system. The 
outcome exhibited by MapReduce follows the next reduced execution time which is mainly due to its data 

locality feature where it moves the computation in proximity of data minimizing network congestion; 

however, it is not found suitable for low-latency application due to its batch-oriented properties. It eventually 

shows that proposed system offers approximately 37% reduced delay, 38% of reduced cost, 45% of 

minimized time, and 28% of reduced execution time in contrast to mean value of conventional software 

frameworks. The outcome eventually showcases the proposed scheme excels optimally cost-effective 

solution towards leveraging distributed and parallel data analytical operation in cloud. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 2. Comparative outcome: (a) cost, (b) time, (c) delay, and (d) execution time 

 

 

4. CONCLUSION 

The proposed study presents a unique computational model which is capable of leveraging the data 

analytical operation in distributed environment. The contribution of the proposed study are as follows: i) the 

presented framework is capable of obtaining the big data of distributed application of IoT from multiple 

regions of data points in cloud environment, ii) the model considers heterogeneous prices on distributed data 

points to offer reduced task completion associated with job related to analytical operation for a defined 

deadline, iii) a distributed set of algorithms has been present capable of minimizing the cost and time 
attribute related to task associated with data analytical operation in multi-stages of transform and aggregate-

based parallel framework, and iv) the study outcomes exhibited proposed scheme to excel cost-effective 

performance on near-real world dataset in contrast to conventional distributed frameworks. The future work 

will be further oriented towards considering more network-specific and traffic-oriented attributes to realize 

the impact of more challenging traffic states on task completion.  
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