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 Breast cancer remains one of the most prevalent malignancies among 

women and is frequently diagnosed at an advanced stage. Early detection is 

critical to improving patient prognosis and survival rates. Messenger 

ribonucleic acid (mRNA) gene expression data, which captures the 

molecular alterations in cancer cells, offers a promising avenue for 

enhancing diagnostic accuracy. The objective of this study is to develop a 

machine learning-based model for breast cancer detection using mRNA gene 

expression profiles. To achieve this, we implemented a hybrid machine 

learning system (HMLS) that integrates classification algorithms with 

feature selection and extraction techniques. This approach enables the 

effective handling of heterogeneous and high-dimensional genomic data, 

such as mRNA expression datasets, while simultaneously reducing 

dimensionality without sacrificing critical information. The classification 

algorithms applied in this study include support vector machine (SVM), 

random forest (RF), naïve bayes (NB), k-nearest neighbors (KNN), 

extra trees classifier (ETC), and logistic regression (LR). Feature selection 

was conducted using analysis of variance (ANOVA), mutual information 

(MI), ETC, LR, whereas principal component analysis (PCA) was employed 

for feature extraction. The performance of the proposed model was 

evaluated using standard metrics, including recall, F1-score, and accuracy. 

Experimental results demonstrate that the combination of the SVM classifier 

with MI feature selection outperformed other configurations and 

conventional machine learning approaches, achieving a classification 

accuracy of 99.4%. 
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1. INTRODUCTION 

Breast cancer is the most commonly diagnosed malignancy among women, impacting individuals 

across 157 countries, and is the leading cause of cancer incidence among women worldwide [1]. In 2022, 

approximately 2.3 million women were diagnosed with breast cancer, with the disease accounting for an 

estimated 670,000 deaths [2]. Projections for 2024 indicate that nearly 310,720 new cases of invasive breast 

cancer and 56,500 cases of ductal carcinoma in situ (DCIS) will be diagnosed [3]. As a multifaceted and 

heterogeneous disease, breast cancer is influenced by a variety of molecular mechanisms, including genetic 
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mutations, epigenetic alterations, and signaling pathways, all of which contribute to its development, 

progression, and resistance to treatment. This molecular diversity underpins the complexity of breast cancer 

and highlights the need for personalized therapeutic strategies tailored to the unique biological characteristics 

of each patient’s tumor. Messenger ribonucleic acid (mRNA) plays a crucial role in these processes, often 

interacting with other RNA molecules, such as microRNAs (miRNAs) and long non-coding RNAs 

(lncRNAs). Genomic analysis through mRNA expression profiling has proven valuable in identifying 

biomarkers for breast cancer diagnosis and prognosis [4]. These biomarkers help distinguishing between 

different molecular subtypes, predicting disease progression, and uncovering insights into the molecular 

mechanisms involved [5]. mRNA gene expression data provides significant opportunities to analyze complex 

biological patterns related to breast cancer. However, the high dimensionality of genetic data poses 

substantial challenges in analysis, encompassing challenges such as the risk of overfitting, elevated 

computational demands, and complexities in interpreting the resulting outputs. One such technique capable 

of handling this complexity is the machine learning approach [6]. 

Diagnosing breast cancer using mRNA data and machine learning has become a key research focus 

due to its potential for early detection and personalized treatment. Early and accurate detection is essential for 

improving survival rates. This overview explores various machine learning methods applied to mRNA data 

for breast cancer detection and diagnosis. Machine learning (ML) techniques have been increasingly utilized 

to optimize the accuracy and efficiency of breast cancer diagnosis by leveraging both imaging modalities and 

advanced data analysis. These methods significantly improve the identification of diagnostic and prognostic 

biomarkers and enable effective classification of breast cancer subtypes [7]. The field of ML has advanced 

considerably with the development of both conventional and hybrid approaches. Conventional ML methods 

typically rely on single algorithms, while hybrid machine learning system (HMLS) combines multiple 

techniques to leverage their strengths and mitigate the weaknesses of individual algorithms [8]. 

Hybrid machine learning system (HMLS) provides substantial benefits by combining the strengths 

of different techniques. They enhance performance, accuracy, and robustness, making them well-suited for 

tackling complex problems. These methods are particularly effective in applications that require both 

data-driven insights and domain knowledge. By integrating various techniques, hybrid models not only 

improve accuracy but also expand the applicability of machine learning across diverse fields. They 

demonstrate superior performance in complex tasks, including classification, regression, and reinforcement 

learning. In healthcare, hybrid systems that combine physician reasoning with ML algorithms outperform 

traditional models by leveraging high-quality data and expert knowledge [9]. Additionally, hybrid approaches 

optimize feature selection, enhance generalization, and offer significant advantages over conventional 

methods [10]. 

In this study, we used three components of the HMLS: i) Machine learning classification algorithms, 

selected for their ability to handle complex and intricate data. These algorithms include random forest (RF) 

[11], naive bayes (NB) [12], k-nearest neighbors (KNN) [13], extra trees classifier (ETC) [14], and logistic 

regression (LR) [15]. ii) Feature selection algorithms, designed to identify the best features from large 

datasets. These include analysis of variance (ANOVA) [16], mutual information (MI) [17], ETC, and LR 

[18]. iii) Using the principal component analysis (PCA) algorithm, which enhances nonlinear dynamic 

process monitoring by extracting dynamic, linear, and nonlinear features from process data [19]. 

This research employs mRNA gene expression data to classify breast cancer and aims to identify the 

most optimal combination of HMLS by analyzing and comparing the results of each experiment conducted. 

The HMLS model, developed using the Python programming language, presents a comprehensive approach 

that combines feature selection, feature extraction, and classification techniques, addressing the limitations of 

traditional single-method pipelines. The primary objectives of this study are as follows: i) to develop a robust 

and precise HMLS model for identifying breast cancer using mRNA gene expression data, ii) to compare the 

proposed HMLS model with previous models from past research, and iii) to gain new insights into the 

implementation of HMLS for breast cancer identification. By employing a comparative and ensemble-based 

feature selection approach, the study identifies the most effective strategies that improve both the accuracy 

and reliability of classification, contributing to more robust and dependable outcomes. Additionally, the 

innovative use of the extra trees algorithm, both as a classifier and as a feature selector, offers a novel 

perspective on algorithm versatility and its impact on model performance. Finally, the integration of PCA 

with various classification algorithms provides a comprehensive evaluation framework that could serve as a 

benchmark for future studies involving highly complex and high-dimensional biomedical datasets. 

Collectively, the findings contribute to the advancement of more effective strategies, efficient, and 

interpretable machine learning models within the domain of cancer genomics. 
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2. LITERATURE REVIEW 

  The study by Chen et al. [20], datasets obtained from Molecular Taxonomy of Breast Cancer 

International Consortium (METABRIC), The Cancer Genome Atlas (TCGA), and Gene Expression Omnibus 

(GEO) were used to predict breast cancer according to immune subtypes in triple-negative breast cancer 

(TNBC) patients, identifying 11 hub genes. The R F model developed in their study yielded an AUC of 0.76, 

a performance considered satisfactory though not remarkable, indicating that the model still has room for 

improvement. Subsequent research by El-Nabawy et al. [21] applied supervised learning to the METABRIC 

dataset, achieving the highest accuracy of 97.1% using linear-SVM and E-SVM algorithms. However, the 

model still heavily relies on manual feature pre-selection rather than utilizing more scalable automatic feature 

learning techniques. Further studies are needed to explain the key features driving the predictions. A study 

conducted by Zhao et al. [22] used METABRIC data with the K-Means method and machine learning 

classifiers, showing that Random Forest and SVM achieved an accuracy of 72.9%. However, the study did 

not explain how missing data in gene expression and clinical variables were handled, which could affect the 

accuracy and introduce bias. More advanced dimensionality reduction techniques, such as supervised PCA or 

autoencoders, could be integrated to improve the model’s ability to preserve essential biological information, 

offering advantages over the conventional K-Means approach. 

 Previous research has explored hybrid machine learning systems. For example, Al-Rajab et al. [23] 

proposed a new hybrid machine learning feature selection model to improve gene classification across 

multiple colon cancer datasets. The study addressed the challenges of high-dimensional and noisy gene 

expression data. The model combines information gain (IG) and genetic algorithm (GA) for feature 

extraction, and mRMR with particle swarm optimization (PSO) for gene selection. HMLFSM improved 

classification accuracy by identifying key genes and removing irrelevant ones, achieving up to 97% accuracy. 

However, the study reported only accuracy, while other metrics such as AUC, F1-score, recall, and precision 

are also important for diagnostic applications. It also did not assess the model’s robustness to noise, missing 

values, or small datasets. Lastly, the feature extraction approach could be compared with other methods to 

better evaluate its effectiveness. Another study on hybrid machine learning was conducted by 

Taghizadeh et al. [18], combining feature selection, feature extraction, and classification to identify breast 

cancer. The study used RNA sequencing data from the TCGA database. The best results were obtained using 

the LGR feature selection method with a multilayer perceptron (MLP) classifier, achieving a balanced 

accuracy of 0.86 and an AUC of 0.94. However, due to the complexity and noisiness of RNA-seq data, such 

high accuracy raises concerns about overfitting. Additionally, the study did not employ k-fold cross-

validation, making the results more susceptible to bias from data splitting and less reliable for broader 

application. A similar study by Nadem et al. [12] demonstrated that combining artificial neural networks with 

traditional machine learning algorithms have enhanced the accuracy of colon cancer predictions by up to 

6.67% and 10.43% compared to standard methods. The highest accuracy was achieved by the RFNN model, 

reaching 89.81%. However, the study provided limited details about the feature selection process. It did not 

clearly explain which algorithms were used, how features were selected, or whether feature stability was 

evaluated. Furthermore, it did not mention whether k-fold cross-validation (such as 5-fold or 10-fold) was 

applied, which is crucial to reduce bias from random data splits. 

 

 

3. METHOD 

The evaluation phase of the method necessitates a clearly defined and highly accurate approach. 

The proposed method serves a critical function in the research process, facilitating the achievement of the 

desired outcomes, as illustrated in Figure 1. The design offers a thorough overview of the research process, 

ensuring a clear understanding of each step involved, which are outlined systematically. The steps include: 

i) collecting data from METABRIC, ii) data inspection, iii) preprocessing the data and performing 10-fold 

cross-validation, iii) feature selection and feature extraction, iv) applying machine learning algorithms and 

selecting the best-performing model, v) evaluating and validating the results, and vi) generating a 

performance report. This methodology ensures transparency and reproducibility, which are essential pillars of 

robust scientific inquiry. 

 

3.1.  Breast cancer mRNA dataset (METABRIC) 

This study leverages the breast cancer mRNA dataset provided by the METABRIC. Recognized for 

its extensive validation and broad citation within the breast cancer research community, the METABRIC 

dataset integrates detailed clinical, pathological, and molecular profiles from a diverse array of tumor 

specimens, thereby offering a robust foundation for comprehensive analyses. The dataset includes a broad 

spectrum of genomic data, encompassing genetic mutations, gene expression profiles, and epigenetic 

modifications, alongside clinical variables and other pertinent risk factors. It has been widely employed in 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Breast cancer identification using a hybrid machine … (Toni Arifin) 

3931 

numerous studies to investigate the heterogeneity of breast cancer and to identify potential biomarkers for its 

early detection and diagnosis [24]. In the present study, the dataset comprises 692 attributes across 1,904 

samples, providing a robust and reliable foundation for analytical modeling and predictive analysis. 

 

 

  
 

Figure 1. Proposed method hybrid machine learning system 

 

 

3.2.  Data inspection 

Inspection and evaluation of datasets in machine learning entails a comprehensive evaluation and 

understanding of the dataset prior to implementing preprocessing steps or building models. This process is 

critical for guiding informed decisions regarding data preprocessing and feature selection, both of which are 

fundamental to enhancing the accuracy and performance of machine learning models. As an integral 

component of data analysis, data inspection involves scrutinizing the dataset to identify the most appropriate 

processing techniques to enhance model performance [25]. In this study, data inspection was performed at 

the outset, involving an in-depth analysis of the data. The objective was to evaluate the data’s characteristics 

and quality, allowing for the identification of the appropriate preprocessing techniques to be utilized. 

 

3.3.  Preprocessing data and cross validation 

Data preprocessing, particularly data transformation, is a critical step in machine learning. It 

involves converting raw data into a format that is more suitable for analysis and model training. This process 

can significantly impact the quality and efficiency of the resulting models. In this research, the first stage of 

the data preprocessing technique is data transformation (discretization), followed by the second stage, which 

involves replacing missing values. These techniques were chosen because they offer several advantages, such 

as converting data into a format suitable for learning algorithms and improving the accuracy and efficiency of 

mining algorithms. Once this stage is completed, the next step is the implementation of 10-fold cross-

validation for splitting the training and testing data. An additional objective of employing cross-validation is 

to obtain a more accurate evaluation, ensuring that the model not only acquires knowledge from the training 

data but also generalizes effectively to new, unseen data [26]. 

 

3.4.  Feature selection and feature extraction 

Feature selection and feature extraction are essential methods in machine learning, especially when 

dealing with high-dimensional data. These techniques focus on reducing data dimensionality to enhance 
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model performance, lower computational costs, and improve interpretability [25]. The feature selection 

algorithms used in this study include ANOVA, MI, LR, and ETC. These algorithms offer several advantages, 

such as reducing computation time and model complexity, improving learning accuracy, and helping to avoid 

overfitting. PCA is utilized for feature extraction in this study. This technique provides the benefit of 

reducing high-dimensional data to a lower-dimensional representation while retaining most of the original 

variance, thereby facilitating more efficient data analysis without significant loss of critical information [27]. 

 

3.5.  Machine learning algorithm 

Machine learning (ML) is a rapidly advancing discipline that lies at the intersection of computer 

science and statistics, focused on the development of algorithms that enable computers to learn from data and 

generate accurate predictions or decisions based on that information. In this study, the machine learning 

algorithms used for training are capable of handling large and complex datasets [12], including SVMs, RF, 

NB, KNN, ETC, and LR. Some of the algorithms used for feature selection, such as LR and ETC, are also 

applied in the classification process. These algorithms were chosen because they have made a significant 

impact in various fields, particularly healthcare, by allowing computers to learn from data and make data-

driven decisions [28]. 

 

3.6.  Evaluation and validation 

This phase is dedicated to evaluating the performance of the developed model. In this study, a 

classification report is employed as the evaluation method, providing a detailed summary of the performance 

metrics associated with each applied technique. This step is fundamental for establishing the robustness, 

effectiveness, and reproducibility of the classification model, particularly in healthcare applications where 

accuracy is critical. A comprehensive set of evaluation techniques is systematically applied to rigorously 

assess both the predictive accuracy, generalizability, and robustness of the machine learning model. During 

the testing phase, quantitative metrics-including accuracy, precision, recall, and F1-score-are systematically 

applied to ensure a thorough and statistically sound evaluation of the model’s predictive capabilities. 

Accuracy reflects the overall correctness of the model’s predictions, while recall measures its ability to 

correctly identify all relevant positive instances. Precision evaluates the ratio of true positives to all instances 

predicted as positive. The F1-score, calculated as the harmonic mean of precision and recall, serves as a 

robust and integrative metric for assessing the classification effectiveness of the model. Taken together, these 

metrics provide a thorough and robust assessment of the model’s predictive performance [6]. 

 

 

4. RESULTS AND DISCUSSION 

Upon completion of all experimental phases, the model was rigorously evaluated using 10-fold 

cross-validation and further analyzed through a confusion matrix, which reports key performance metrics, 

including accuracy, precision, recall, and F1-score. The results demonstrate that the SVM consistently 

outperforms other algorithms, exhibiting superior classification performance. As presented in Table 1, 

Figure 2 and Figure 3(a)-3(d), the SVM combined with MI-based feature selection achieves the highest 

performance, with an accuracy of 99.4% and identical precision, recall, and F1-score values of 0.9940. This 

strong performance can be primarily attributed to the comprehensive data preprocessing conducted in the 

early stages, which effectively refined the input data and enabled the SVM to manage and simplify an 

otherwise complex classification task. Furthermore, the application of feature selection contributed to a more 

efficient model by reducing dimensionality and retaining the most relevant features, thereby enhancing the 

algorithm’s predictive capability and computational efficiency. The second and third positions are also held 

by SVM models but with different feature selection methods: LR and ETC, both achieving an accuracy of 

99.22%. Their precision, recall, and accuracy values are closely matched at 0.9921 and 0.9922, although the 

F1-score differs slightly, with the ETC yielding 0.9221. In fourth place, the SVM with ANOVA achieves a 

slightly lower accuracy of 99.17%, a precision of 0.9918, a recall of 0.992, and an F1-score of 0.9919. 

Conversely, the SVM with feature extraction using PCA exhibits the lowest performance, with an accuracy 

of 29.68%, a precision of 0.2204, a recall of 0.3014, and an F1-score of 0.2263. These results highlight the 

significantly poor performance of SVM + PCA compared to other algorithms, a trend consistent with other 

machine learning models tested with PCA, all of which produced similarly low values, as illustrated in 

Figure 2. 

This study includes comparisons with similar research. Some of the studies referenced are Al-Rajab 

et al. [23], who proposed a HMLS by integrating IG with GA and coupling minimum redundancy maximum 

relevance (mRMR) with PSO, as well as Taghizadeh et al. [18], who implemented HMLS using the LGR 

feature selection method coupled with an MLP classifier to achieve high accuracy. The results of these 

comparisons are presented in Table 2. 
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Figure 2. Accuracy heatmap of the feature selection, feature extraction, and classification procedures 
 

 

Table 1. The evaluation results with the SVM, feature selection, and feature extraction 
Support vector machine 

Algorithm Accuracy Precision Recall F1-score 

Mutual information 99.40% 0.9940 0.9940 0,9940 
Logistic regression 99.20% 0.9921 0.9922 0.9921 

Extra tree classifier 99.20% 0.9921 0.9922 0.9221 

Analysis of variance 99.17% 0.9918 0.992 0.9919 
Principal component analysis 29.68% 0.2204 0.3014 0.2263 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 3. Depicts the evaluation outcomes based on mutual information, including (a) accuracy, (b) precision, 

(c) recall, and (d) F1-score 

 

 

Table 2 shows that the proposed model, particularly the SVM + MI algorithm, outperforms previous 

studies that also utilized hybrid machine learning techniques and complex datasets. Another notable finding 

in this study is that the implementation of feature extraction with PCA, as explained in Table 1, yielded the 

lowest results compared to the feature selection algorithms applied. This highlights a limitation of our study: 
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we only used mRNA data. Future research could incorporate miRNA and lncRNA data and apply feature 

extraction algorithms to assess their effectiveness when dealing with more complex datasets. 
 

 

Table 2. Comparative analysis of the hybrid machine learning system against previous studies 
Research Hybrid machine learning system Accuracy 

Al-Rajab et al. [23] IG-GA and mRMR-PSO 97% 

Taghizadeh et al. [18] LGR + MLP 86% 
Malik et al. [12] RF + NN 89.81% 

This research SVM + MI 99.4% 

 

 

Previous research on hybrid machine learning systems has focused on improving cancer gene 

classification and has also demonstrated significant improvements in prediction performance. Based on the 

comparison of previous studies, the implementation of hybrid machine learning systems is important because 

it can improve the accuracy and efficiency of detecting and classifying cancer, especially breast cancer. By 

combining various machine learning algorithms, such as feature selection and feature extraction, this system 

can handle complex, high-dimensional data. HMLS also help reduce noise in the data and select the most 

relevant features. Other HMLS techniques should be applied to enable the model to more accurately 

distinguish between healthy and cancerous conditions. Therefore, HMLS research has the potential to 

provide better and faster diagnostic tools for breast cancer treatment. 

 

 

5. CONCLUSION 

This study successfully demonstrates that the HMLS holds significant potential for improving the 

accuracy of breast cancer identification compared to conventional methods or single algorithms. By 

combining the SVM classification algorithm with Mutual Information as a feature selection method, it 

outperforms other machine learning algorithms, achieving an exceptional accuracy rate of 99.4%, 

accompanied by recall, precision, and F1-score values of 0.9940. The primary contribution of this research 

lies in the design of the HMLS architecture, which not only enhances accuracy but also provides more 

reliable predictive analysis for grouping complex and intricate data. Furthermore, this approach has proven 

its flexibility in processing large and heterogeneous datasets, reflecting the complexity of real-world medical 

data. These findings reinforce the relevance of HMLS as a modern computational solution in the healthcare 

domain. Although significant progress has been achieved, Opportunities for further refinement persist and 

warrant examination in forthcoming studies. The following considerations highlight potential avenues for 

continued exploration: i) Expanding the dataset in terms of size and diversity-increasing both the volume and 

variety of data would enable a more comprehensive evaluation of the model’s performance and its capacity to 

generalize across a wider range of breast cancer cases; and ii) Exploring other hybrid techniques, such as 

implementing ensemble models by combining the SVM algorithm with Gradient Boosting, or applying multi-

layer models with deep learning algorithms like CNN or ANN for feature extraction, followed by the 

application of classification algorithms such as SVM or KNN. 
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