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 This study focuses on demand side management (DSM), specifically 

managing electric vehicle (EV) charging consumption. Power distributors 

must consider numerous factors, such as the number of EVs, charging 

station availability, time of day, and EV user behavior, to accurately predict 

EV charging demand. We utilized machine learning algorithms and 

statistical modeling to predict the energy required by EV users for a specific 

charger and compared algorithms like K-Nearest Neighbors, XGBoost, 

random forest regressor, and ridge regressor. To contribute to the existing 

literature, which lacks studies on future energy prediction for a specific 

period, we conducted predictions for the next year 2024 on the energy 

consumption of electric vehicles for an electric vehicle charging point in a 

Moroccan city. These predictions can be generalized to other chargers as 

well. Our results showed that K-nearest neighbors (KNN) outperformed 

other algorithms in accuracy. This study provides valuable insights for 

distribution operators to manage energy resources efficiently and contributes 

to the DSM field by highlighting the effectiveness of KNN in predicting EV 

charging demand. 
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1. INTRODUCTION 

In light of the changing climate and the negative effects of air pollution caused by greenhouse gas 

emissions, researchers are focusing on developing technologies, innovations, and processes that can reduce or 

eliminate these harmful effects [1], [2]. These research efforts are targeting various sectors, including 

industrial processes, waste utilization, and value chains. In our specific field, the emphasis is on renewable 

energy and energy efficiency [3], [4]. It is important to note that road transportation contributes to 23% of 

total greenhouse gas emissions, making it a significant factor in environmental damage. In Morocco, road 

transportation generates around 23.23% of total CO2 emissions, posing a significant threat to the environment 

and society, particularly due to the high population in urban areas and large cities. To tackle this issue, 

electric mobility is seen as the most suitable solution [5]. Therefore, Morocco has made a commitment to 

reduce greenhouse gas (GHG) emissions in the mobility sector and aims to replace 30% of its fleet 

(equivalent to 35,000 vehicles) with electric and hybrid vehicles (EV/HEV) by 2030 [6]. However, the 

widespread adoption of EV/HEV vehicles presents challenges for the power grid infrastructure [7]–[9]. To 

prepare for this upcoming challenge, operators and researchers are actively working on electric vehicle 

charging infrastructure (EVCI) energy consumption and profiling these patterns using algorithms to 
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effectively manage the expected increase in public charging demand [10], [11]. In the existing works, the 

majority of research focuses on this topic, but a gap still exists with the absence of future energy predictions. 

One of the algorithms used in [12], XGBoost, outperforms other algorithms in terms of reaching the 

most precise prediction results. In terms of R2, the model yields a result of 0.519. A mean absolute error 

(MAE) of 4.57 kWh and a root mean square error (RMSE) of 6.68 kWh. The mean consumption of EV 

during the session duration is approximately 11.11 kWh. In [12], results reveal that the random forest 

algorithm has the best validation scores, whereas the other three models (support vector machine (SVM), 

XGBoost, ensemble methods) have approximately equal metrics (R², MAE, RMSE, symmetric mean 

absolute percentage error (SMAPE)). To form an ensemble model from the previous models, which can 

combine the performances of the forming models to get an optimal and performant model, the authors 

selected the three best models, which are random forest (RF), SVM, and XGBoost, to form ensemble models. 

But unfortunately, the ensemble models did not improve upon the best performing RF model but rather 

achieved similar results on training. The best results were obtained using the stacking ensemble model. With 

an R² of 0.7, the stacking ensemble model outperforms other models, with an RMSE of 5.5 kWh, MAE of 

3.38 kWh, and a SMAPE of 11.6%. Energy consumption prediction by the voting ensemble gives results 

almost as important as the stacking ensemble, and the resulting scores are approximately similar, with an R² 

of 0.69, RMSE of 5.54 kWh, MAE of 3.41 kWh, and a SMAPE of 11.8%. In another study focusing on 

Morocco, the researchers in [13] applied a deep learning approach to predict the duration of charging 

sessions. They utilized algorithms such as recurrent neural network (RNN), long short-term memory 

(LSTM), and gated recurrent unit (GRU), and assessed their effectiveness using metrics like mean squared 

error (MSE), RMSE, and MAE. The papers [14]–[16] reveals that lower scores in these metrics indicate more 

accurate predictions, suggesting that the predicted data closely approximates the actual values. The results 

indicated that the RNN algorithm yielded higher values of MSE, RMSE, and MAE, suggesting a significant 

discrepancy between the predicted and actual charging session durations, thereby making it less effective 

compared to the other algorithms. For the LSTM algorithm, an MSE of 1.523%, which is only 20% of the 

MSE for RNN, indicates that its predictions of session duration are much closer to the actual charging 

durations. Overall, the results demonstrate that the gated recurrent unit (GRU) model surpasses both RNN 

and LSTM in performance. 

In this study, we initially introduced the artificial intelligence algorithms utilized for predicting EV 

energy consumption. We provided a concise definition along with supplementary information about how 

these algorithms function (KNN, XGBoost, random forest regressor, and ridge regressor). Following that, we 

discussed the metrics employed to evaluate the performance of these algorithms, which are MAE, MSE, 

mean absolute percentage error (MAPE), and execution time. Lastly, we presented the outcomes using visual 

representations. To accomplish this, researchers are advised to begin by reviewing existing papers treating 

algorithms employed for EV charging prediction and identifying any gaps in current knowledge. The aim of 

this work is to make a comparison between AI prediction algorithms with the concept of predicting future 

energy consumption by giving the algorithm a list of future dates. 

This paper is organized into several sections. Section 1 serves as the introduction, setting the stage 

for the research presented. Section 2 details the methodology, emphasizing data content, cleaning operations, 

and the criteria for selecting data for both training and testing. This section also introduces the AI algorithm 

utilized in the study. Section 3 presents the results derived from the algorithm, showcasing numerical data 

and figures that illustrate these findings. The paper concludes in section 4 with a summary of the research 

and offers perspectives on future work. 

 

 

2. METHOD  

The dataset used to train the models for predicting EV charging energy requirements contains 

information about the charging patterns of electric vehicles. It is important to note that this data is related to 

an energy distribution network, indicating that it is derived from a group of EV charging stations that receive 

electrical power from the same supplier. The dataset is a 5-year energy consumption record of an electric 

vehicle charger in Rabat city in Morocco. The load curve in Figure 1 illustrates the consumed energy over  

5 years in kWh. In Figure 2, we have depicted the training dataset and the test dataset using a single curve. 

This selection of training and testing datasets was made after conducting an analysis of multiple iterations to 

determine the optimal performance. This visualization technique allows us to assess the effectiveness of the 

selected datasets and make informed decisions regarding their usage in the model training and testing 

processes.  

The methodology initially concerns the data collection to form the foundation of the analysis. This 

collected information then needs processing, where it is cleaned and prepared for examination. The next step 

involves exploratory data analysis, during which the prepared data is thoroughly examined to uncover 

patterns, trends, and valuable insights. These initial stages are crucial as they lay the groundwork for the 
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subsequent modeling and forecasting activities, ensuring a robust and accurate prediction of energy 

consumption and revenue forecasts [17]. 

 

 

 
 

Figure 1. Requested energy for 5 years from the dataset 

 

 

 
 

Figure 2. Training and testing dataset 

 

 

The data used for this purpose was strategically divided, with 80% allocated for training the models 

and the remaining 20% used for testing their accuracy. This specific split was finalized after several iterations 

to determine the most effective distribution for optimal predictive performance. The chosen ratio of 80% 

training to 20% testing consistently produced the best outcomes, striking a balance between learning 

complexity and validation effectiveness. 

 

2.1.  Random forest regressor 

Random forest regressor is a popular ensemble machine learning algorithm commonly used for 

tasks including classification and regression. It works by creating multiple decision trees during the training 

phase. This algorithm aggregates a collection of decision trees to perform classification and regression 

operations, making it capable of making accurate predictions [18].  

 

2.2.  XG-Boost 

Gradient boosting is an effective supervised learning technique that aims to make precise 

predictions of a target variable. It achieves this by aggregating the predictions of several weak models. This 

algorithm is particularly advantageous when dealing with datasets of medium size. XGBoost shows good 

results in terms of speed, accuracy, and efficiency [19]. There are several variations of the gradient boosting 

algorithm, including XGBoost, LightGBM, and CatBoost. 
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2.3.  KNN 

The KNN algorithm is a type of instance-based learning method used in machine learning for 

classification and regression tasks [20]. It operates on the premise that similar data points are close to each 

other. The algorithm calculates the distance between a query example and every example in the dataset, sorts 

them in ascending order, and selects the first K examples [21]. In classification tasks, it assigns the most 

common label among the K examples to the query example. In classification tasks, it assigns the most 

common label among the K examples to the query example. In regression tasks, it assigns the mean value of 

the labels of the K examples to the query example. The choice of K, the number of neighbors to consider, is a 

critical factor in the performance of the algorithm. In this work, the K parameter was selected after multiple 

iterations, and we selected the K which gave the best metric results. 

 

2.4.  Ridge regressor 

Ridge regression is a remedial measure taken to alleviate multicollinearity among regression 

predictor variables in a model. Often used in machine learning, it is a technique for analyzing multiple 

regression data that suffer from multicollinearity. By adding a degree of bias to the regression estimates, 

Ridge regression reduces the standard errors [22]. 

 

 

3. RESULTS AND DISCUSSION  

As mentioned before, this paper aims to set a performance comparison between the algorithms and 

then reveal their importance and powerful characteristics. The added value of this work lies in the machine 

learning algorithms; in this work, we tried to shed light on future algorithms to add them to the list of those 

used for EV charging behavior predictions and provide our contribution to the existing literature. Table 1 

reveals the results obtained for the four algorithms used in this work. 

 

 

Table 1. Metrics comparative results of AI algorithms 
 MAE (kWh) MSE (kWh) MAPE (%) Execution time (min) 

KNN 4.85 38.29 0.23 0.14 

XG-Boost 4.20 33.66 0.23   5.85 

Random-Forest 4.33 35.85 0.24 20.82 

Ridge-Regressor 5.04 41.22 0.26 0.14 

 

 

In this analysis, we examined the performance of different models based on various metrics. The 

table provided includes the MAE, MSE, MAPE, and execution time for each model. Among the models, 

XGBoost demonstrated the best accuracy, as it achieved the lowest MAE and MSE values of 4.20 kWh and 

33.66 kWh, respectively. This indicates that XGBoost is more effective in predicting energy consumption 

compared to the other models. In terms of execution time, random forest had the longest duration, taking 

20.82 minutes to complete. In contrast, KNN and ridge regressor had relatively shorter execution times of 

0.14 and 0.88 minutes, respectively. It is important to note that the choice of the best model depends on the 

specific requirements and priorities of the task at hand. If accuracy is the primary concern, XGBoost would 

be the preferred choice. However, if execution time is a critical factor, KNN or ridge regressor might be more 

suitable options. This analysis provides valuable insights into the performance of different models and can 

guide decision-making in selecting the most appropriate model for energy consumption prediction. 

 

3.1.  KNNeighbors 

Figure 4 illustrates clearly the comparison between the real energy consumption of the EV charger 

and the predicted load curve, and as the figure shows, the two load curves have high similarity, which 

confirms the obtained results in terms of metrics. The forecast for the upcoming year, 2024, is visually 

represented in Figure 5. This graphical illustration provides a projection of anticipated trends and values for 

the period in question. 

 

3.3.  XGBOOST 

Figure 6 represents the actual and forecasted energy consumption by the same EV charger in 2023. 

Visually, we can notice that the similarity is medium and doesn't illustrate the real consumption pattern, 

especially for the low consumption values. Figure 7 represents the predicted energy consumption for 2024, 

and as shown in the figure, there are too many fluctuations, which is a little bit far from reality. 
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Figure 4. Actual and prediction of energy consumption using KNN 

 

 

 
 

Figure 5. Prediction of energy consumption for 2024 using KNN 

 

 

 
 

Figure 6. Actual and prediction of energy consumption using XGBOOST 
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Figure 7. Prediction of energy consumption for 2024 using XGBOOST 

 

 

3.4.  Random forest regressor 

For the RF algorithm, the results obtained are illustrated in Figure 8, which is very similar to the 

results obtained by XGBoost, and this is coherent with the results in Table 1, which are very close to each 

other in terms of MAE, MSE, and MAPE. Figure 9 reveals the prediction for 2024 energy consumption, and 

in turn, it is very similar to the RF 2024 energy consumption prediction as illustrated in Figure 7. 

 

 

 
 

Figure 8. Actual and prediction of energy consumption using random forest regressor 

 

 

 
 

Figure 9. Prediction of energy consumption for 2024 using random forest regressor 
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3.5.  Ridge regressor  

Figure 10 displays the outcomes of the ridge regressor algorithm. The figure reveals a significant 

discrepancy between the actual energy consumption curve of the EV charger and the predicted load curve. 

This lack of alignment corroborates the poor performance metrics obtained for this model. Figure 11 

illustrates the projected energy consumption for 2024. The graph exhibits considerable volatility and an 

increasing amplitude in the predictions. These characteristics suggest that the forecast may be unrealistic, as 

such extreme fluctuations and escalating patterns are unlikely to represent real-world energy consumption 

trends for EV chargers accurately. 

 

 

 
 

Figure 10. Actual and prediction of energy consumption using ridge regressor 

 

 

 
 

Figure 11. Prediction of energy consumption for 2024 using ridge regressor 

 

 

In Figure 10, we have provided a comparison between the actual and predicted data for each 

algorithm used. Additionally, we have included the energy consumption prediction for the year 2024 for the 

electric vehicle charger under study. These figures allow for a comprehensive analysis of the performance of 

the algorithms and provide insights into the accuracy of the energy consumption predictions. Figures 4, 6, 8, 

and 10 illustrate the actual energy consumption and its predictions for an electric vehicle charger in 2023 

using various AI algorithms. Visually, the KNN algorithm appears to be the most accurate, showing only 

minor differences, as it closely aligns with the actual consumption curve. This high similarity indicates its 

superior performance compared to the other algorithms. Figures 5, 7, 9, and 11 showcase the forecasted 

energy consumption for 2024. These predictions were generated by supplying a daily list of dates for 2024 to 

a specially developed Python program. This program utilizes algorithms that have been trained to predict 

future energy usage effectively. 

In comparison with other research, the results in [23] reveal that RF outperforms CatBoost and 

XGBoost by giving the lowest R2 and MAPE and then comes ExtraTree and light gradient boosting machine 
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(LGBM), and in [24], authors found that the suggested long short-term memory (LSTM) model demonstrated 

superior performance compared to other deep learning architectures, including bidirectional long short-term 

memory (Bi-LSTM), gated recurrent unit (GRU), and recurrent neural network (RNN). The LSTM model 

exhibited impressive accuracy metrics. These results underscore the LSTM model's effectiveness in 

forecasting tasks within this particular context. Additionally in [25] when authors analyzed macro-data with 

simple patterns, the autoregressive integrated moving average (ARIMA) model with regressors outperformed 

other methods, followed by trigonometric, box-cox transform, ARMA errors, trend and seasonal components 

(TBATS), artificial neural network (ANN). This suggests that for straightforward macro-level data, 

traditional statistical approaches and simpler machine learning models may be more effective than complex 

deep learning techniques. 

This study compared machine learning models for predicting energy consumption in EV chargers, 

evaluating their performance using various metrics. Its significance lies in providing practical insights for 

energy management, supporting grid resource planning, and advancing predictive modeling in the sustainable 

transportation sector. By offering model comparisons, 2024 forecasts, and benchmarking against other 

research, the study aids decision-makers in selecting appropriate models for energy consumption forecasting, 

contributing to more efficient and sustainable practices in the expanding electric vehicle industry. 

For power distributors, it's imperative to have an in-depth understanding of the load profile of each 

electric vehicle (EV) charger to optimize energy management during high-demand periods [26]. This 

necessitates the formulation of a characteristic consumption curve for each EV charger in residential and 

non-residential sectors [27], or a cluster of analogous chargers, predicated on congruent consumer load 

profiles [28], [29]. 

 

 

4. CONCLUSION  

In summary, this research focuses on demand-side management by predicting future energy 

consumption for EV chargers, addressing a gap in the literature. By employing machine learning algorithms 

and statistical modeling, the study forecasts EV charging demand for 2024, providing insights that can be 

generalized to other types of chargers. The comparison of algorithms, including KNN, XGBoost, ridge 

regressor, and random forest, reveals that KNN offers superior accuracy in predicting EV charging behavior. 

These findings are significant for distribution operators, as they help manage the balance between energy 

generation and consumption, preventing grid issues like overloads. The research contributes to the field by 

offering a reliable method for predicting EV charging demand, aiding in efficient energy management. 

As a progression and extension of this research, we envisage working on load profiling. This paper 

will leverage the same dataset and will integrate clustering algorithms to further refine our understanding of 

EV charger load profiles. Clustering algorithms will allow us to identify and group similar load profiles, 

enhancing the granularity of our insights and allowing for more tailored energy management strategies. This 

extends our contribution to the field by providing a more nuanced understanding of consumption behaviors 

and offering robust tools for energy management in the context of EV charging. 

 

 

FUNDING INFORMATION 

Authors state no funding involved. 

 

 

AUTHOR CONTRIBUTIONS STATEMENT 

This journal uses the Contributor Roles Taxonomy (CRediT) to recognize individual author 

contributions, reduce authorship disputes, and facilitate collaboration. 

 

Name of Author C M So Va Fo I R D O E Vi Su P Fu 

Ayoub Abida ✓ ✓ ✓  ✓ ✓  ✓ ✓ ✓   ✓  

Mourad Zegrari ✓ ✓  ✓ ✓ ✓ ✓ ✓  ✓ ✓ ✓   

Redouane Majdoul ✓ ✓  ✓ ✓ ✓ ✓   ✓ ✓  ✓  

 

C :  Conceptualization 

M :  Methodology 

So :  Software 

Va :  Validation 

Fo :  Formal analysis 

I :  Investigation 

R :  Resources 

D : Data Curation 

O : Writing - Original Draft 

E : Writing - Review & Editing 

Vi :  Visualization 

Su :  Supervision 

P :  Project administration 

Fu :  Funding acquisition 

 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 4, August 2025: 4192-4201 

4200 

CONFLICT OF INTEREST STATEMENT 

Authors state no conflict of interest. 

 

 

DATA AVAILABILITY 

The data that support the findings of this study are available on request from the corresponding 

author, [Ayoub Abida]. The data, which contain information that could compromise the privacy of research 

participants, are not publicly available due to certain restrictions. 

 

 

REFERENCES 
[1] S. Griffiths and R. Weijermars, “Introduction to energy strategy reviews theme issue ‘Strategy options and models for the Middle 

East and North Africa (MENA) energy transition,’” Energy Strategy Reviews, vol. 2, no. 1, pp. 1–4, Jun. 2013, doi: 
10.1016/j.esr.2013.04.001. 

[2] S. Ke et al., “Vehicle to everything in the power grid (V2eG): A review on the participation of electric vehicles in power grid 

economic dispatch,” Energy Conversion and Economics, vol. 3, no. 5, pp. 259–286, Oct. 2022, doi: 10.1049/enc2.12070. 
[3] S. Hossain et al., “Grid-vehicle-grid (G2V2G) efficient power transmission: An overview of concept, operations, benefits, 

concerns, and future challenges,” Sustainability (Switzerland), vol. 15, no. 7, p. 5782, Mar. 2023, doi: 10.3390/su15075782. 

[4] P. Sinha, K. Paul, S. Deb, and S. Sachan, “Comprehensive review based on the impact of integrating electric vehicle and 
renewable energy sources to the grid,” Energies, vol. 16, no. 6, p. 2924, Mar. 2023, doi: 10.3390/en16062924. 

[5] H. Ben Sassi, C. Alaoui, F. Errahimi, and N. Es-Sbai, “Vehicle-to-grid technology and its suitability for the Moroccan national 

grid,” Journal of Energy Storage, vol. 33, p. 102023, Jan. 2021, doi: 10.1016/j.est.2020.102023. 
[6] A. Abida, R. Majdoul, and M. Zegrari, “The electric vehicle requested energy predictions using machine learning algorithms for 

the demand side management,” in Lecture Notes in Electrical Engineering, vol. 1141 LNEE, Springer Nature Singapore, 2024, 

pp. 608–617. doi: 10.1007/978-981-97-0126-1_54. 
[7] S. F. Myhre, O. B. Fosso, O. Gjerde, and P. E. Heegaard, “A study on V2G impact on the reliability of modern distribution 

networks,” arXiv:2302.10069v1, pp. 1–12, 2025. 

[8] S. M. Hakimi and S. M. Moghaddas-Tafrshi, “Impact of plug-in hybrid electric vehicles on Tehran’s electricity distribution grid,” 
in Proceedings of the World Renewable Energy Congress – Sweden, 8–13 May, 2011, Linköping, Sweden, Nov. 2011, vol. 57, pp. 

3589–3596. doi: 10.3384/ecp110573589. 

[9] S. Wang, N. Zhang, Z. Li, and M. Shahidehpour, “Modeling and impact analysis of large scale V2G electric vehicles on the 
power grid,” in 2012 IEEE Innovative Smart Grid Technologies - Asia, ISGT Asia 2012, May 2012. doi: 10.1109/ISGT-

Asia.2012.6303372. 

[10] K. Clement-Nyns, E. Haesen, and J. Driesen, “The impact of charging plug-in hybrid electric vehicles on a residential distribution 
grid,” IEEE Transactions on Power Systems, vol. 25, no. 1, pp. 371–380, Feb. 2010, doi: 10.1109/TPWRS.2009.2036481. 

[11] D. A. Renata et al., “Modeling of electric vehicle charging energy consumption using machine learning,” in 2021 International 

Conference on Advanced Computer Science and Information Systems, ICACSIS 2021, Oct. 2021, pp. 1–6. doi: 
10.1109/ICACSIS53237.2021.9631324. 

[12] S. Shahriar, A. R. Al-Ali, A. H. Osman, S. Dhou, and M. Nijim, “Prediction of EV charging behavior using machine learning,” 

IEEE Access, vol. 9, pp. 111576–111586, 2021, doi: 10.1109/ACCESS.2021.3103119. 
[13] B. Mouaad, M. Farag, B. Kawtar, K. Tarik, and Z. Malika, “A deep learning approach for electric vehicle charging duration 

prediction at public charging stations: The case of Morocco,” ITM Web of Conferences, vol. 43, p. 01024, 2022, doi: 

10.1051/itmconf/20224301024. 
[14] E. Holst and P. Thyregod, “A statistical test for the mean squared error,” Journal of Statistical Computation and Simulation, vol. 

63, no. 4, pp. 321–347, Jul. 1999, doi: 10.1080/00949659908811960. 

[15] S. Utep and V. Kreinovich, “How to estimate forecasting quality: A system-motivated derivation of symmetric mean absolute 
percentage error (SMAPE) and other similar characteristics,” 2014. 

[16] S. Kim and H. Kim, “A new metric of absolute percentage error for intermittent demand forecasts,” International Journal of 
Forecasting, vol. 32, no. 3, pp. 669–679, Jul. 2016, doi: 10.1016/j.ijforecast.2015.12.003. 

[17] K. C. Akshay, G. H. Grace, K. Gunasekaran, and R. Samikannu, “Power consumption prediction for electric vehicle charging 

stations and forecasting income,” Scientific Reports, vol. 14, no. 1, Mar. 2024, doi: 10.1038/s41598-024-56507-2. 
[18] A. Liaw and M. Wiener, “Classification and regression by randomForest,” R news 2, vol. 2, pp. 18–22, 2002. 

[19] A. Wong, J. Figini, A. Raheem, G. Hains, Y. Khmelevsky, and P. C. Chu, “Forecasting of stock prices using machine learning 

models,” in SysCon 2023 - 17th Annual IEEE International Systems Conference, Proceedings, Apr. 2023, pp. 1–7. doi: 
10.1109/SysCon53073.2023.10131091. 

[20] Z. Zhang, “Introduction to machine learning: K-nearest neighbors,” Annals of Translational Medicine, vol. 4, no. 11, pp. 218–

218, Jun. 2016, doi: 10.21037/atm.2016.03.37. 
[21] W. Lee, “Supervised learning—classification using K-nearest neighbors (KNN),” Python® Machine Learning. Wiley, pp. 205–

220, Apr. 2019. doi: 10.1002/9781119557500.ch9. 

[22] X. Wang, X. Wang, B. Ma, Q. Li, C. Wang, and Y. Shi, “High-performance reversible data hiding based on ridge regression 
prediction algorithm,” Signal Processing, vol. 204, p. 108818, Mar. 2023, doi: 10.1016/j.sigpro.2022.108818. 

[23] S. Chatterjee and Y. C. Byun, “A synthetic data generation technique for enhancement of prediction accuracy of electric vehicles 

demand,” Sensors, vol. 23, no. 2, p. 594, Jan. 2023, doi: 10.3390/s23020594. 
[24] M. Chang, S. Bae, G. Cha, and J. Yoo, “Aggregated electric vehicle fast-charging power demand analysis and forecast based on 

LSTM neural network,” Sustainability (Switzerland), vol. 13, no. 24, p. 13783, Dec. 2021, doi: 10.3390/su132413783. 

[25] Y. Kim and S. Kim, “Forecasting charging demand of electric vehicles using time-series models,” Energies, vol. 14, no. 5, p. 
1487, Mar. 2021, doi: 10.3390/en14051487. 

[26] M. Aziz and M. Huda, “Application opportunity of vehicles-to-grid in Indonesian electrical grid,” Energy Procedia, vol. 160, pp. 

621–626, Feb. 2019, doi: 10.1016/j.egypro.2019.02.214. 
[27] M. El-Hendawi, Z. Wang, R. Paranjape, S. Pederson, D. Kozoriz, and J. Fick, “Electric vehicle charging model in the urban 

residential sector,” Energies, vol. 15, no. 13, p. 4901, Jul. 2022, doi: 10.3390/en15134901. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Comparative of prediction algorithms for energy consumption by electric vehicle … (Ayoub Abida) 

4201 

[28] M. Nazari, A. Hussain, and P. Musilek, “Applications of clustering methods for different aspects of electric vehicles,” Electronics 
(Switzerland), vol. 12, no. 4, p. 790, Feb. 2023, doi: 10.3390/electronics12040790. 

[29] C. Sun, T. Li, S. H. Low, and V. O. K. Li, “Classification of electric vehicle charging time series with selective clustering,” 

Electric Power Systems Research, vol. 189, p. 106695, Dec. 2020, doi: 10.1016/j.epsr.2020.106695. 

 

 

BIOGRAPHIES OF AUTHORS  

 

 

Ayoub Abida     a Moroccan cholar, completed his engineering degree in the 

management of smart electrical systems in 2021 from The National Higher School of Arts 

and Crafts (ENSAM) at Hassan II University in Casablanca, Morocco. Following his 

graduation, he embarked on his doctoral journey the subsequent year at the Laboratory of 

Complex Cyber Physical Systems. His Ph.D. research is focused on the development of 

vehicle-to-grid protocols within smart grids, utilizing artificial intelligence. This work is 

pivotal in the realm of smart grid technology and electric vehicle integration, aiming to 

optimize the two-way energy exchange between electric vehicles and the power grid. His 

research endeavors contribute significantly to enhancing smart grid performance, promoting 

the integration of electric vehicles, and optimizing energy use. He can be contacted at email: 

ayoub.abida1-etu@etu.univh2c.ma and ayoubabida08@gmail.com. 

  

 

Mourad Zegrari     is a graduate in electrical engineering from the Higher Normal 

School of Technical Education (ENSET) in Rabat. He obtained a Diploma of Advanced 

Studies (DESA), then defended his National Doctorate thesis in electrical engineering at 

Hassan II University Mohammedia in 2012. He is a former professor at the Faculty of 

Sciences and Techniques of Mohammedia (FSTM), where he taught Electricity, 

Electrotechnics, Power Electronics, Electric Machines, and Industrial Control. Since 2013, he 

has been the head of the electrical engineering department at the National School of Arts and 

Crafts (ENSAM) in Casablanca. He was awarded the title of “Star Professor” by Laval 

University - Canada in 2005. Currently, he is a member of the Laboratory of Electronics, 

Electrotechnics, Automation and Information Processing (LEEA-TI), of REUNET and author 

of several research works on the modeling and control of renewable energy systems. He can 

be contacted at email: zegrari.ensam@gmail.com. 

  

 

Redouane Majdoul     is a professor at the National School of Arts and Crafts 

(ENSAM) in Casablanca. As an associate professor in Electrical Engineering, he brings a 

wealth of knowledge and expertise to his role. He obtained his doctorate from the Faculty of 

Sciences and Techniques in 2017 and has since made significant strides in his field. In 

addition to his professorial duties, Majdoule is also the coordinator of the Electromechanical 

Engineering Program at ENSAM Casablanca, further showcasing his leadership and 

commitment to education. His research contributions are extensive and cover a wide array of 

topics in electrical engineering, including fundamental frequency, modular multilevel 

converter, multilevel inverters, power electronics, and power grid. His dual role as an 

educator and active researcher enables him to continually advance the understanding of 

electrical engineering. He can be contacted at email: r.majdoul@gmail.com. 

 

 

 

 

 

 

mailto:ayoub.abida1-etu@etu.univh2c.ma
mailto:ayoubabida08@gmail.com
mailto:zegrari.ensam@gmail.com
mailto:r.majdoul@gmail.com
https://orcid.org/0009-0009-8570-7905
https://www.scopus.com/authid/detail.uri?authorId=57411808400
https://orcid.org/0000-0003-0820-8933
https://www.scopus.com/authid/detail.uri?authorId=56939025800
https://orcid.org/0000-0001-7198-3401
https://www.scopus.com/authid/detail.uri?authorId=56200791600

