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 Blindness is a very important issue to consider in research aimed at assisting 

vision. This condition requires further study to provide solutions for the blind. 

This study evaluates and compares the effectiveness of the you only look once 

v8 (YOLOv8) model integrated with OpenCV and the coordinate attention 

weighting (CAW) technique for distance estimation in a blind navigation 

system. Initially, YOLOv8 integrated with OpenCV produced less than 

optimal results, prompting further improvement efforts to surpass the 

performance of CAW. The goal is to enhance the accuracy and efficiency of 

distance perception without the need for additional sensors. The materials 

used include a variety of datasets annotated with distance information to train 

and evaluate the model. The methods employed include integrating YOLOv8 

with OpenCV for baseline comparison and applying CAW to improve 

distance perception through enhanced feature attention. The results show  

that YOLOv8+OpenCV Improved achieves the lowest mean squared error 

(MSE) across the entire distance range: 0-1 m (0.44), 1-2 m (0.50), 2-3 m 

(0.58), 3-4 m (0.64), and 4-5 m (0.71). YOLOv8+CAW also outperforms 

YOLOv8+OpenCV original, demonstrating a notable enhancement in 

accuracy. The model achieves a detection accuracy of 95.7%, showcasing the 

effectiveness of computer vision techniques in supporting blind navigation 

systems, offering precise distance estimation capabilities and reducing the 

reliance on external sensors. The implications include improved real-time 

performance and accessibility for the blind, paving the way for more efficient 

and reliable navigation assistance technologies. 
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1. INTRODUCTION 

Recent advancements in deep learning techniques have led to significant progress in computer vision 

technologies, enabling more efficient feature extraction and pattern recognition [1], [2]. These improvements 

have significantly enhanced the accuracy and robustness of various tasks, including object detection and 

distance measurement, which are essential for applications requiring precise spatial awareness [3]. In 

particular, the integration of deep learning models with optimization techniques has contributed to better 

performance in real-world environments, making them more reliable for critical applications such as 

autonomous navigation and assistive technologies. 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 3, June 2025: 3267-3278 

3268 

For individuals with visual impairments, these capabilities are transformative. Accurate object 

detection and distance estimation can greatly enhance mobility and independence, enabling safe navigation 

and fostering autonomy [4]–[6]. By leveraging state-of-the-art deep learning models, computer vision can 

provide innovative solutions to address these unique challenges [7]–[9]. 

One of the leading methods for object detection is the you only look once (YOLO) framework, 

renowned for its real-time performance and high accuracy. Its latest iteration, YOLOv8 [10], [11], 

demonstrates substantial improvements in diverse applications. When integrated with traditional computer 

vision techniques like those in OpenCV, YOLOv8 can potentially enhance object detection and distance 

estimation for assistive technologies [12]. OpenCV, as an open-source library, offers powerful tools for image 

processing, feature extraction, and geometric transformations, making it a valuable complement to deep 

learning models [13]–[15]. Meanwhile, innovations like coordinate attention weighting (CAW) further refine 

distance estimation by incorporating spatial attention mechanisms. This study explores how these methods can 

be tailored to assistive technologies. 

Despite these advancements, achieving precise distance perception remains challenging [16]–[18]. 

Traditional methods using OpenCV often rely on basic geometric calculations, which may falter in complex 

environments. In contrast, methods like CAW leverage spatial attention mechanisms to improve accuracy. 

However, its application in assistive technology for the blind has not been thoroughly researched [11]–[20]. 

Additionally, a related study explores advancements in video compression by leveraging a 

convolutional neural network (CNN) to accelerate the partitioning of coding unit (CU) blocks in high efficiency 

video coding (HEVC) video encoding [21]. This approach not only enhances computational efficiency but also 

significantly reduces hardware resource consumption, making it well-suited for real-time applications. The 

study demonstrates that such optimization techniques can improve processing speed while maintaining high 

video quality, which is particularly beneficial for resource-constrained environments. These efficiency gains 

can be translated to applications beyond video compression, such as assistive navigation systems for the 

visually impaired, where real-time spatial data analysis is crucial. By integrating similar deep learning-based 

optimizations, assistive technologies can achieve faster and more accurate object detection and distance 

estimation, enhancing overall system performance. 

A related study presents a data-driven approach that combines object detection, tracking, distance 

estimation detection, and size measurement using a stereo vision system [22]. By combining YOLOv8 for 

object detection with a multi-layer perceptron (MLP) to model the relationships between distance, size, and 

disparity, the algorithm achieves up to 99.99% accuracy in distance estimation for both calibrated and 

uncalibrated camera configurations. These results demonstrate the potential of applying similar techniques to 

improve assistive technologies blind people. 

A separate study investigates the use of a hybrid model combining a pre-trained dual-path recurrent 

neural network (DPRNN) with a transformer for audio source separation [23]. This model handles long 

sequences more effectively by partitioning input data and using the transformer's ability to understand context. 

The approach leads to improved signal-to-noise ratios and separation quality, which could inspire similar 

strategies in processing long-range spatial data for navigation systems blind people. 

This study aims to conduct a comprehensive comparative analysis of YOLOv8 integrated with 

OpenCV and YOLOv8 enhanced with CAW to evaluate their effectiveness in object detection and distance 

estimation. By assessing key performance metrics such as accuracy, processing speed, and reliability, this 

research seeks to determine the advantages and limitations of each approach in real-world applications. The 

findings from this study are expected to provide valuable insights for the development of advanced assistive 

technologies, particularly for visually impaired individuals who rely on precise spatial awareness for 

navigation. Furthermore, by analyzing the computational efficiency and adaptability of these models, this 

research aims to contribute to the broader field of intelligent vision systems. 

 

 

2. RESEARCH METHOD 

The research methodology follows a systematic approach to evaluating and comparing the 

performance of YOLOv8 integrated with OpenCV and YOLOv8 enhanced with CAW for distance perception 

in blind navigation systems. This process begins with dataset selection and preprocessing, ensuring that the 

data used for training and testing accurately represent real-world scenarios. The experimental setup includes 

configuring both models, defining their hyperparameters, and implementing them in a controlled environment 

to assess their effectiveness. Additionally, evaluation metrics such as accuracy, precision, recall, and inference 

time are utilized to measure the strengths and limitations of each approach. Finally, statistical analysis is 

conducted to validate the significance of the results, providing deeper insights into their applicability for 

assistive technologies. 
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2.1.  Data collection 

A comprehensive dataset of images and distance videos covering a variety of indoor and outdoor 

environments will be used in Table 1. The dataset should have a variety of objects, distances, lighting 

conditions, and occlusions to ensure the reliability and generalizability of the results. Publicly available datasets 

such as common objects in context (COCO), and custom datasets be used. In addition, a special dataset tailored 

to real-world scenarios faced by individuals with visual impairments will be created [23]. 

 

 

Table 1. Datasets 
No Dataset Attributes 

1. COCO Bounding box, object category, segmentation 

2. Custom dataset Bounding box, object category, ground truth distance 

 

 

2.2.  Experimental setup 

The experimental design for this study follows a thorough and structured methodology to assess and 

compare the performance of YOLOv8 combined with OpenCV and YOLOv8 augmented with CAW for 

distance estimation in blind navigation systems. The following paragraphs provide a detailed description of the 

steps involved in the experimental setup. 

The experimental setup for this study involves a comprehensive evaluation of YOLOv8 integrated 

with OpenCV and YOLOv8 enhanced with CAW for distance perception in a blind navigation system as 

depicted in Figure 1. Initially, a diverse dataset of images and videos from various indoor and outdoor 

environments was collected and annotated with ground truth bounding boxes and distances. The datasets 

included publicly available sources such as COCO and KITTI, as well as custom data tailored for this study 

[24]. After preparing the dataset, which involved organizing the data into training, validation, and testing sets, 

the YOLOv8 model was implemented using OpenCV and CAW for distance estimation. Object detection was 

performed on the dataset, and distances were estimated using traditional geometric calculations in the OpenCV 

setup and an enhanced spatial attention mechanism in the CAW setup. Performance was evaluated in terms of 

accuracy (mean absolute error (MAE), root mean squared error (RMSE)) and speed (frames per second (FPS), 

inference time) [25]. Comparative study was conducted to evaluate the statistical significance of the 

performance differences between the two approaches. Based on the results of this study, this research offers 

suggestions for improving assistive technology for people with visual impairments. 

 

 

 
 

Figure 1. Process experimental setup 
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2.3.  Implementation details 

The implementation of the experimental setup involves two main configure rations: YOLOv8 integrated 

with OpenCV and YOLOv8 enhanced with CAW. Each configure ration undergoes a series of steps for object 

detection and distance estimation. Below are the detailed steps and processes involved in the implementation. 

Figure 2 shows the use of the YOLOv8 model to identify objects in images, with the model generating 

bounding boxes and class labels for each detected object. Pre-trained weights are used initially, followed by 

fine-tuning on a custom dataset to improve detection accuracy for specific scenarios faced by visually impaired 

individuals. Geometric calculations are applied to estimate the distance of detected objects using OpenCV 

functions. Techniques such as monocular vision-based depth estimation or stereo vision are used for more 

accurate results. 

 

 

 
 

Figure 2. YOLOv8 with OpenCV 

 

 

Figure 3 shows that the integration of the YOLOv8 model involves including a CAW layer that 

enhances spatial attention, improving the model's ability to focus on relevant features. The refined 

YOLOv8+CAW model is trained on a custom dataset to optimize detection performance. The output of the 

YOLOv8+CAW model is then utilized for more accurate distance estimation. By incorporating the CAW 

mechanism, the model achieves better spatial understanding, leading to more precise distance calculations. 

While similar geometry and vision-based techniques as in the OpenCV approach are employed, the enhanced 

attention to object features results in superior accuracy. 
 

 

 
 

Figure 3. YOLOv8 with CAW 

 

 

3. RESULTS AND DISCUSSION 

The results of this study are presented in two main sections: evaluation metrics and statistical analysis, 

each offering a comprehensive comparison of YOLOv8 integrated with OpenCV and YOLOv8 enhanced with 

CAW for distance perception in blind navigation systems. The evaluation metrics section examines key 

performance indicators such as accuracy, precision, recall, and inference time to determine the efficiency of 

each approach. Additionally, qualitative observations are included to highlight the real-world applicability of 

both methods. The statistical analysis section further validates the findings by applying appropriate statistical 

tests to assess the significance of performance differences. These results provide valuable insights into the 

strengths and limitations of each approach, contributing to the advancement of assistive technologies for 

visually impaired individuals. 

 

3.1.  Evaluation metrics 

In evaluating the performance of YOLOv8 integrated with OpenCV and YOLOv8 enhanced with 

CAW, several key metrics were considered: MAE, RMSE, FPS, and inference time. The evaluation includes 

MAE, RMSE, FPS, and inference time. Parameters used for the experiments include: 

a. Dataset: COCO (custom datasets) 

b. Input resolution: 640×640 pixels. 

c. Hardware: NVIDIA GeForce RTX 3090. 

d. Batch size: 16. 

e. Learning rate: 0.001. 

f. Training epochs: 10. 

These parameters were optimized to balance model performance and computational efficiency. 

 

3.2.  Scenario-based testing 

Additional scenarios were introduced to evaluate the robustness of the proposed models. These 

included low light, partial occlusion, high object density, and complex background environments. Results show 

that YOLOv8+CAW demonstrated consistent accuracy improvements across all scenarios. 
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Table 2 integrated with OpenCV and YOLOv8 enhanced with CAW under different scenarios. The 

results indicate that YOLOv8+CAW consistently outperforms YOLOv8+OpenCV in terms of accuracy, 

achieving lower MAE and RMSE values across all tested conditions. Specifically, the CAW mechanism 

improves feature attention, enabling the model to more precisely estimate distances even under challenging 

conditions such as low light, occlusion, and high object density. For instance, in low-light scenarios, the MAE 

for YOLOv8+CAW is 0.40 meters compared to 0.60 meters for YOLOv8+OpenCV, highlighting the 

robustness of CAW in scenarios where visibility is reduced. This improved accuracy demonstrates the potential 

of CAW to enhance distance perception reliability in real-world blind navigation systems. 

a. MAE 

 

𝑀𝐴𝐸 =  
1

𝑛
 ∑ | 𝒴𝑖 − �̂�𝑖 | 𝑛

𝑖=1  (1) 

 

where 𝒴𝑖 is the actual distance, �̂�𝑖 is the estimated distance, and 𝑛 is the number of observations [26]. 

b. RMSE 

RMSE is computed by taking the square root of the average of the squared differences between the observed 

values 𝒴𝑖, and predicted values �̂�𝑖 [27]. 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
 ∑

𝑛
𝑖 = 1

(𝒴𝑖 −  𝒴�̂�)2  (2) 

 

c. FPS 

 

𝐹𝑃𝑆 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 (𝑠𝑒𝑐𝑜𝑛𝑑𝑠)
  (3) 

 

d. Inference time 

 

𝐼𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑇𝑖𝑚𝑒 (𝑚𝑠) =  
𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 (𝑚𝑠)

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒
  (4) 

 

FPS and inference time are critical for real-time applications [28] as described in Table 3. Although 

YOLOv8 with OpenCV has higher FPS and lower inference time, the difference is not significant, and both 

configurations are capable of delivering real-time performance. The slight speedup for YOLOv8+CAW is 

offset by its increased accuracy. 

 

 

Table 2. MAE and RMSE under different scenarios 
Condition YOLOv8+OpenCV  

MAE 
YOLOv8+CAW  

MAE 
YOLOv8+OpenCV  

RMSE 
YOLOv8+CAW  

RMSE 

Low light 0.60 0.40 0.72 0.50 

Occluded object 0.55 0.38 0.67 0.46 
High object density 0.65 0.45 0.76 0.52 

Complex background 0.68 0.48 0.80 0.55 

 

 

Table 3. Speed detection 
Metric YOLOv8+OpenCV YOLOv8+CAW 

FPS 25 20 

Inference time (ms) 40 50 

 

 

3.3.  Enhanced YOLOv8 with OpenCV integration for improved distance detection 

To improve the performance of YOLOv8 for distance detection using OpenCV and bring it closer to 

the performance of CAW, several strategies can be implemented to enhance both accuracy and detection 

capabilities. These approaches may include optimizing the model's architecture by incorporating additional 

layers or modifying existing ones to improve feature extraction. Furthermore, integrating advanced techniques 

such as multi-scale training, data augmentation, or post-processing methods like Kalman filters can help refine 

the model's ability to predict distances more accurately. Additionally, fine-tuning hyperparameters and 

leveraging transfer learning from pretrained models can help boost performance, enabling YOLOv8 with 

OpenCV to approach the robustness of CAW in real-time applications. 
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The improvements to YOLOv8 with OpenCV focus on enhancing distance detection accuracy, 

providing a strong alternative to CAW without the need for extra sensors, as shown in Figure 4. This integration 

includes better camera calibration, a stereo camera setup for depth perception, advanced depth estimation for 

generating depth maps, and combining them with point cloud data for precise distance measurements. 

Additional techniques such as post-processing, filtering, and fine-tuning YOLOv8 with annotated distance data 

further improve accuracy. Using OpenCV, a popular open-source library known for real-time image processing 

and depth estimation, ensures high performance while being cost-effective for developing assistive 

technologies for the visually impaired. 

 

 

 
 

Figure 4. YOLOv8 with OpenCV for distance detection 

 

 

3.4.  Comparative results 

This comparative analysis aims to evaluate the performance of YOLOv8 integrated with OpenCV 

versus YOLOv8 enhanced with CAW, focusing specifically on their ability to perceive distances in blind 

navigation systems. The study compares key performance metrics such as accuracy, real-time inference speed, 

and robustness to environmental variables, which are crucial for the effectiveness of assistive technologies. By 

thoroughly analyzing both models in terms of their ability to detect objects and estimate distances with 

precision, this research seeks to identify the strengths and weaknesses of each approach in providing reliable 

spatial awareness for visually impaired individuals. 

In Table 4, MAE provides a comprehensive view of the average absolute error in distance estimation 

across various distance ranges for three distinct models: YOLOv8+OpenCV original, YOLOv8+OpenCV 

improved, and YOLOv8+CAW. The findings unequivocally demonstrate that YOLOv8+OpenCV improved 

consistently outperforms both YOLOv8+OpenCV original and YOLOv8+CAW, showcasing significantly 

lower MAE values across all specified distance categories. This superior performance underscores its 

capability in achieving more accurate distance estimations, which is crucial for applications like blind 

navigation systems where precision is paramount. 

 

 

Table 4. Comparative result MAE 
Model MAE (0-1 m) MAE (1-2 m) MAE (2-3 m) MAE (3-4 m) MAE (4-5 m) 

YOLOv8+OpenCV original 0.42 0.48 0.56 0.61 0.73 

YOLOv8+OpenCV improved 0.36 0.41 0.49 0.55 0.62 

YOLOv8+CAW 0.39 0.45 0.52 0.58 0.67 

 

 

Moreover, while YOLOv8+CAW exhibits notable improvements over YOLOv8+OpenCV original, 

it falls short of matching the precision achieved by YOLOv8+OpenCV improved. This comparison highlights 

the pivotal role of advanced feature attention mechanisms such as CAW in enhancing the perceptual 

capabilities of computer vision models, particularly when integrated with robust frameworks like OpenCV. 

The synergy between these techniques not only enhances accuracy but also validates their efficacy in  

real-world scenarios, where reliable distance estimation is vital for providing effective navigational aids to 

visually impaired individuals. 
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Table 5 RMSE provides insight into the mean squared error in distance estimation by the three models 

at five different distance ranges. RMSE places greater emphasis on larger errors, so higher values indicate 

larger error variations. From this diagram, we can see that YOLOv8+OpenCV improved consistently has the 

lowest RMSE across all distance ranges, indicating that this model has the best performance in reducing large 

error variations. YOLOv8+CAW performs better than YOLOv8+OpenCV original, but still higher than 

YOLOv8+OpenCV improved. This suggests that improvements in OpenCV can produce more stable and 

reliable distance estimation, reducing significant errors that can affect the overall performance of the blind 

navigation system. 
 

 

Table 5. Comparative RMSE 
Model RMSE (0-1 m) RMSE (1-2 m) RMSE (2-3 m) RMSE (3-4 m) RMSE (4-5 m) 

YOLOv8+OpenCV original 0.52 0.57 0.64 0.69 0.78 

YOLOv8+OpenCV improved 0.44 0.50 0.58 0.64 0.71 

YOLOv8+CAW 0.48 0.53 0.60 0.66 0.74 

 

 

3.5.  Comparative analysis with previous researchers 

A detailed comparison was conducted by analyzing the results from similar studies to provide a 

comprehensive understanding of the effectiveness of the proposed methods. In this comparison, various  

state-of-the-art approaches were considered to highlight the strengths and limitations of the current methods. 

Table 6 presents a comparative analysis of accuracy detection, showcasing how the performance of YOLOv8 

integrated with OpenCV and YOLOv8 enhanced with CAW compares to other leading models in terms of 

detection accuracy, providing a clearer picture of their relative effectiveness in real-world applications. 
 

 

Table 6. Comparative accuracy 
Model/Study Dataset Accuracy 

YOLOv8+OpenCV original COCO with (custom dataset) 90.4% 
YOLOv8+CAW COCO with (custom dataset) 92.2% 

YOLOv8+OpenCV improved COCO with (custom dataset) 95.7% 

Tang et al. [29] (YOLOv5+CAW) COCO & Pascal 89.8% 
Suresh et al. [30] (OFRCNN+OpenCV) COCO 97.8% 

 

 

In Table 6, the comparison reveals that OFRCNN+OpenCV [30] achieves the highest accuracy of 

97.8%, demonstrating its exceptional performance in the context of static object detection. This high accuracy 

is indicative of the model's effectiveness when working with well-defined, unchanging environments. However, 

it is important to note that this study is primarily focused on offline detection, meaning that computation time 

and real-time performance constraints were not as critical in the evaluation. Therefore, while the accuracy is 

impressive, the model's applicability to real-time systems, such as those used in assistive navigation for the 

visually impaired, may be limited by its processing speed and resource demands in dynamic environments. 

In contrast, the models evaluated in this study, such as YOLOv8 integrated with CAW, are specifically 

optimized for real-time object detection tasks, where maintaining a balance between accuracy and inference 

speed is critical. These models are designed to process data quickly, which is essential for real-time applications 

like blind navigation systems, where delays can affect the system's effectiveness. However, the analysis also 

highlights that the time efficiency of the newly proposed algorithms, such as YOLOv8+CAW and  

YOLOv8+OpenCV, has not been thoroughly studied in terms of inference time and their real-time applicability 

in dynamic environments. Understanding these factors is essential, as dynamic environments often present 

additional challenges that require both fast processing and high accuracy for reliable distance estimation and 

object detection. 

a. YOLOv8+OpenCV original with 90.4% accuracy provides a solid foundation for real-time applications, 

achieving a reasonable trade-off between speed and accuracy. 

b. YOLOv8+CAW, with an accuracy of 92.2%, shows a notable improvement in spatial attention, leading to 

more precise distance estimation, making it a better fit for dynamic environments, such as those 

encountered in blind navigation systems. 

c. YOLOv8+OpenCV improved, achieving an accuracy of 95.7%, represents the highest-performing  

real-time model in this comparison. This improvement highlights the effectiveness of the enhancements 

made to the original OpenCV integration, particularly in refining the detection pipeline and improving the 

consistency of predictions under varying conditions. The higher accuracy makes it well-suited for real-time 

applications requiring high precision, such as blind navigation systems, without compromising the model's 

inference speed or suitability for resource-constrained environments. 
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In real-time applications, the goal is to balance speed and accuracy. While OFRCNN+OpenCV 

achieves the highest accuracy, its reliance on offline processing may limit its applicability in dynamic,  

real-world environments. Models like YOLOv8+OpenCV improved and YOLOv8+CAW provide the optimal 

balance for real-time use, offering both high accuracy and responsiveness essential for tasks like blind 

navigation. 

In Figure 5 describes the variation of the mean square error in distance estimates by the three models 

over different distance ranges. This diagram shows that YOLOv8+OpenCV improved consistently has the 

lowest RMSE values across all distance ranges, indicating that it performs the best in terms of reducing 

significant errors in distance estimation. This implies that the improved OpenCV integration provides a more 

stable and reliable distance estimation, minimizing large discrepancies more effectively than the other models. 

YOLOv8+CAW shows better performance than YOLOv8+OpenCV original but falls short compared to the 

improved OpenCV version, highlighting the efficacy of the OpenCV enhancements. 

 

 

 
 

Figure 5. Root mean square error comparison 

 

 

In Figure 6 shows the performance of three models: YOLOv8+OpenCV original, YOLOv8+OpenCV 

improved, and YOLOv8+CAW in distance estimation at various distance ranges (0-1 m, 1-2 m, 2- 3m, 3-4 m, 

4-5 m). From this diagram, it is clear that YOLOv8+OpenCV improved consistently achieves the lowest MAE 

values across all distance ranges, indicating that it is the most accurate model in terms of minimizing the 

absolute error in distance estimation. YOLOv8+CAW performs better than YOLOv8+OpenCV original, but 

not as well as YOLOv8+OpenCV improved, suggesting that the improvements in OpenCV significantly 

enhance the accuracy of distance estimation. 

 

 

 
 

Figure 6. Mean absolute error comparison 
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In Figure 7 shows the relationship between processing speed (FPS) and inference time for three 

models: YOLOv8+OpenCV original, YOLOv8+OpenCV improved, and YOLOv8+CAW. From this diagram, 

it can be seen that YOLOv8+OpenCV improved consistently achieves higher FPS and lower inference times 

across all distance ranges, making it the most efficient model. This model shows significant improvements in 

speed without sacrificing accuracy, which is critical for real-time applications such as navigation systems for 

the blind. YOLOv8+CAW outperforms YOLOv8+OpenCV original but is still inferior to YOLOv8+OpenCV 

improved. This shows that the improvements in OpenCV provide substantial benefits in terms of efficiency 

and overall performance. 

Figure 8 compares the performance of three models: YOLOv8+OpenCV original, YOLOv8+OpenCV 

improved, and YOLOv8+CAW at five distance ranges. From this heatmap, it can be seen that 

YOLOv8+OpenCV improved consistently has the lowest MSE value at all distance ranges, indicating that this 

model is the most accurate in minimizing the estimation error. Lighter colors in the heatmap indicate smaller 

errors, while darker colors indicate larger errors. YOLOv8+CAW performs better than YOLOv8+OpenCV 

original but still lags behind YOLOv8+OpenCV improved, highlighting the benefits of increasing OpenCV 

integration in improving distance estimation accuracy. 

 

 

 
 

Figure 7. Scatter plot for FPS vs. inference time 

 

 

In Figure 8 compares the performance of three models: YOLOv8 + OpenCV original, YOLOv8 + 

OpenCV improved, and YOLOv8 + CAW at five distance ranges. From this heatmap, it can be seen that 

YOLOv8 + OpenCV improved consistently has the lowest MSE value at all distance ranges, indicating that 

this model is the most accurate in minimizing the estimation error. Lighter colors in the heatmap indicate 

smaller errors, while darker colors indicate larger errors. YOLOv8 + CAW performs better than YOLOv8 + 

OpenCV original but still lags behind YOLOv8 + OpenCV improved, highlighting the benefits of increasing 

OpenCV integration in improving distance estimation accuracy. 

 

 

 
 

Figure 8. Heatmap for error analysis 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 3, June 2025: 3267-3278 

3276 

4. CONCLUSION 

This study highlights the significant potential of integrating advanced feature attention mechanisms, 

such as CAW, with deep learning models such as YOLOv8 for distance estimation in blind navigation systems. 

The study shows that while YOLOv8 combined with OpenCV initially yields suboptimal results, further 

refinement of the integration through CAW and OpenCV enhancements results in remarkable improvements 

in accuracy. YOLOv8+OpenCV improved outperforms the original integration, approaching the performance 

of YOLOv8+CAW, with a significant reduction in MSE. This study not only improves the accuracy of distance 

perception but also reduces the reliance on additional sensors, and offers cost savings. These advances present 

a promising future for improving accessibility and independence for individuals with visual impairments, 

ensuring that navigation systems are reliable and efficient. 
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