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 This paper presents a field-programmable gate array (FPGA)-based 
implementation of an orthogonal frequency-division multiplexing (OFDM) 

transmitter signal processing chain optimized for high-speed millimeter 

wave (mmWave) communication systems. The design prioritizes real-time 

processing efficiency and flexibility. A high-throughput 2048-point inverse 

fast Fourier transform (IFFT) module, realized using a Radix-2 algorithm, 

forms the core of the design, showcasing efficient hardware resource 

utilization. The implementation further includes cyclic prefix (CP) insertion 

and configurable support for various quadrature amplitude modulation 

(QAM) orders and pilot arrangements. The design is implemented in VHSIC 

hardware description language (VHDL) using Vivado 2020 and evaluated 

on the Zynq UltraScale+ RFSoC ZCU111 evaluation kit. The processing 

pipeline employs eight parallel lanes for concurrent data computation. 

Experimental results demonstrate a mean squared error (MSE) of only 

0.00013 between the FPGA-generated waveform and its MATLAB-simulated 

counterpart. Additionally, post-implementation resource utilization analysis 

shows efficient usage of FPGA resources. These findings validate the 

efficacy and real-time capability of the proposed FPGA-based OFDM 

transmitter leverages parallelism and high-speed architecture to efficiently 

process massive data streams, making it suitable for a wide range of 

mmWave OFDM applications. In contrast to recent works that focus on 

lower-order IFFT modules, this paper employs a high-throughput IFFT 

computation, showcasing efficient hardware resource utilization for high-

speed mmWave applications. 
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1. INTRODUCTION 

Millimeter wave (mmWave) frequency bands are a promising candidate for future wireless 

communication systems due to their vast bandwidth, and capable of supporting ultra-high data rates [1]. 

However, mmWave propagation characteristics present challenges such as high path loss and multipath 

fading [2]. Orthogonal frequency-division multiplexing (OFDM) modulation format is a key technology for 

mitigating these challenges. By dividing the wideband channel into narrow subcarriers, OFDM offers 
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robustness against frequency-selective fading in mmWave channels. Furthermore, OFDM remains a research 

focus for 5G and beyond due to its numerous advantages [3], [4], and it is already a standard modulation 

format for digital video broadcasting (DVB) [5] and wireless local area networks (WLAN) [6]. The main 

advantages of OFDM are its simple implementation and its ability to significantly reduce intersymbol 

interference (ISI), especially when the cyclic prefix (CP) is longer than the channel impulse response (CIR). 

However, realizing high-speed OFDM necessitates efficient hardware architectures for real-time signal 

processing. Field-programmable gate arrays (FPGAs) provide a flexible platform for such implementations 

due to their reconfigurability and potential for high throughput. The inverse fast Fourier transform (IFFT) 

operation, which converts the digital baseband signal frequency domain to the time domain for transmission, is 

a key element in the OFDM transmitter chain. Efficient IFFT algorithms on FPGAs are crucial for achieving 

real-time processing with constrained resources [7]–[9]. Thus, the real-time implementation of OFDM for high-

speed mmWave communication systems poses a significant challenge. In addition to its role in high-speed 

wireless communication, mmWave OFDM has gained traction in big data applications involving real-time 

analytics [10]. The increasing volume of data generated by modern applications demands high-throughput 

processing capabilities, especially in areas such as real-time analytics within big data environments. The 

proposed FPGA-based OFDM transmitter, with its inherent parallelism and high-speed architecture, is well-

suited to address this need by enabling efficient processing of massive data streams. Another important 

application of OFDM lies in ensuring secure and high-speed communication in cloud-based environments, 

particularly for internet of things (IoT) deployments that handle sensitive data [11]. The integration of FPGA-

based OFDM transmitters into cloud security frameworks offers a promising solution to address latency and 

security challenges by enabling robust and high-speed encrypted communications [12], [13].  

Various studies have explored FPGA-based IFFT implementations for OFDM transmitters, as shown 

in recent work [14]. Common approaches include pipelined and distributed architecture. Pipelined 

architectures achieve high throughput by processing data in stages but may require additional memory and 

logic resources [15], [16]. Conversely, distributed architectures utilize multiple processing units to parallelize 

the IFFT operation, potentially offering lower latency but at the cost of increased resource utilization [16]. 

The choice between these approaches depends on specific application requirements.  

Previous researchers have sought to optimize IFFT implementations. In study [17], a low-latency 

Radix-2 based single-path delay feedback (SDF) IFFT architecture for OFDM systems is proposed, focusing 

on reducing memory size in the reordering method for the first stage of SDF IFFT architectures. This 

approach achieves a 41% memory reduction compared with conventional architectures. In [18], a method to 

enhance IFFT efficiency, which was done by replacing twiddle multipliers with simpler "pass-logic" for 

common OFDM input values is introduced, although it is limited to phase-shift keying (PSK) modulation. In 

study [19], an FPGA-based software-defined radio (SDR) system for OFDM is described, emphasizing 

power reduction techniques for mobile applications. In [20], an FPGA implementation of an OFDM 

transceiver for Wi-Fi is presented, but it relies on MATLAB/Simulink and is limited to lower speeds. In 

response to hardware resource constraints within interleaved frequency division multiple access (IFDMA) 

transceivers, a multi-priority scheduling (MPS) algorithm, detailed in [21], was developed to optimize the 

execution of butterfly computations. The resulting FFT implement, designated MPS-FFT, demonstrates a 

significant reduction in computational latency compared to conventional FFT methods when applied to IFDMA 

signal processing.   

In this paper, an FPGA-based implementation of an OFDM transmitter signal processing chain 

optimized for high-speed mmWave communication systems is presented. The design prioritizes real-time 

processing efficiency and flexibility. A high-throughput 2048-point IFFT module, realized using a Radix-2 

algorithm, forms the core of the design, showcasing efficient hardware resource utilization. The processing 

pipeline employs 8 parallel lanes for concurrent data computation. The implementation further includes CP 

insertion and configurable support for various quadrature amplitude modulation (QAM) orders and pilot 

arrangements. The design is implemented in VHDL using Vivado 2020 and evaluated on the Zynq 

UltraScale+ RFSOC ZCU111 evaluation kit. Experimental results demonstrate a mean squared error (MSE) 

of only 0.00013 between the FPGA-generated waveform and its MATLAB simulation. From the previous 

works [17]–[21], we introduce a novel FPGA-based mmWave OFDM transmitter architecture that pushes the 

boundaries of speed and throughput. A key innovation is the utilization of a significantly larger FFT size 

compared to existing FPGA implementations. This advancement unlocks the potential for high spectrum 

efficiency and larger bandwidth in mmWave communication systems. 

 

 

2. OFDM for mmWave communication systems 

OFDM for mmWave works like normal or conventional OFDM. The difference is that the bandwidth, 

where the mmWave operates from 400 MHz up to 800 MHz [1]-[3], at the carrier of 24.25-29.5 GHz. This 
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frequency is widely used for 5G. The transmitter uses IFFT for upconverting the QAM symbols to a specific 

frequency, called frequency spacing. The IFFT output, denoted by 𝑥(𝑛), can be written as (1) [22]: 

 

𝑥(𝑛) =
1

𝑁
∑ 𝑋(𝑘)𝑁−1
𝑘=0 𝑒𝑗2𝜋𝑘𝑛/𝑁, (1) 

 

where 𝑘 = 0,1, . . . , 𝑁 − 1, and N  is the number of FFT points (number of samples or periods). 𝑋(𝑘) is 

arbitrary binary phase shift keying (BPSK), quadrature phase shift keying (QPSK) or quadrature amplitude 

modulation (QAM) mapping. The higher bit mapping is the higher order and the higher spectrum efficiency. 

The CP is next appended, denoted by 𝑥𝑐𝑝(𝑛), the index of OFDM symbol, including CP sample can be 

expressed by (2). 

 

𝑥𝑐𝑝(𝑛) = [𝑥(−𝑁𝑐𝑝)𝑥(−𝑁𝑐𝑝 + 1)𝑥(−𝑁𝑐𝑝 + 2). . . 𝑥(−𝑁𝑐𝑝 + 𝑁𝑐𝑝 − 1)⏟                                    
𝐶𝑃

𝑥(0)𝑥(1). . . 𝑥(𝑁 − 1)⏟              
𝑈𝑠𝑒𝑓𝑢𝑙 𝑑𝑎𝑡𝑎

],   (2) 

 

At the receiver end, the received signal with quantization noise due to the fixed-point format and 

without RF implements is computed by (3). 

 

 𝑦(𝑛) = 𝑥𝐶𝑃(𝑛) ⊗ ℎ(𝑛) + 𝑧(𝑛) + 𝑞(𝑛),  (3) 

 

hence, 𝑦(𝑛) represents the received distorted replica of the transmitted signal. The parameters ℎ(𝑛), 𝑧(𝑛)and 

𝑞(𝑛) are channel impulse response, AWGN component, and quantization noise component due to fixed-point 

number, respectively. From (3), the signal to noise ratio (SNR) is defined by (4). 

 

𝑆𝑁𝑅 =
𝐸(𝑥𝑐𝑝(𝑛))

𝐸(𝑧(𝑛))+𝐸(𝑞(𝑛))
, (4) 

 

where 𝐸( ⋅ ) is the expectation operator. The SNR in dB can be calculated by 𝑆𝑁𝑅𝑑𝐵 = 10 𝑙𝑜𝑔(𝑆𝑁𝑅). 
The received frequency domain, denoted by 𝑋(𝑘), is done by taking FFT of (3) , the calculation is 

expressed by (5). 

 

𝑌(𝑘) = ∑ 𝑦(𝑛)

𝑁−1

𝑛=0

𝑒−𝑗2𝜋𝑘𝑛/𝑁 

         = 𝑋(𝑘) ⋅ 𝐻(𝑘) + 𝑍(𝐾) + 𝑄(𝑘), (5) 
 

where 𝐻(𝑘) is communication channels, while 𝑍(𝐾) and 𝑄(𝐾) are AWGN and quantization noise 

components in frequency domain, respectively.  Finally, the recovery of the received signal can be simply 

divided by 𝐻(𝑘), expressed by (6). 

 

�̃�(𝑘) =
𝑌(𝑘)

𝐻(𝑘)
 

         = 𝑋(𝑘) + (𝑍(𝑘) + 𝑄(𝑘))/𝐻(𝑘), (6) 
 

As can be seen, the receiver processing is done in frequency domain, which is simple to implement in 

hardware. 

 

 

3. OFDM transmitter implementation 

3.1.  Hardware constraints 

Hardware resource utilization of the OFDM transmitter (Tx) processing unit and design choices are 

detailed in this section. The Tx comprises three primary stages: QAM mapping, IFFT, and CP appending. All 

processing units employ an 18-bit fixed-point representation for optimal efficiency, with the first bit denoting 

sign, followed by 4 bits for the integer portion and 13 bits for the fractional part. This fixed-point format [23] 

balances computational accuracy with resource utilization constraints. Additionally, fi (v, s, w, f) is used in 

MATLAB command to convert from the floating-point value to fixed-point format, where v is value, s is 

signed property, w is word length, and f is fraction length. A 2048-point Radix-2 IFFT is implemented, 

necessitating 11 computation stages. Additionally, the CP is 256 samples. To enhance throughput, the design 

incorporates parallel processing, allowing 8 simultaneous input computations. This parallelism, coupled with 
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a 100 MHz internal clock, facilitates an 800 MHz data throughput. Under the chosen configuration, the 

design achieves an 800 MHz data throughput. If 1024-point QAM modulation is adopted, a net data rate of  

8 Gbps can be attained. This illustrates the inherent trade-off between data throughput and spectral 

efficiency. Higher-order QAM schemes offer increased data rates but demand more complex processing, 

potentially leading to elevated resource usage.  Additionally, all the processing is implemented on the Zynq 

UltraScale+ RFSoC ZCU111 Evaluation Kit [24]. 

 

3.2.  Quadrature amplitude modulation mapping  

Quadrature amplitude modulation (QAM) mapping is a critical process in digital communication 

systems, where binary bit sequences are assigned to specific symbols within a constellation diagram.  In this 

work, a look-up table (LUT) based approach is proposed for efficient QAM mapping. The incoming data bits 

serve as addresses for the LUT, retrieving pre-calculated values representing the corresponding I ( in-phase) 

and Q (quadrature)  components of the QAM symbol.  The symbol power is normalized to unity to simplify 

the mapping process.  For a comprehensive explanation of QAM mapping, refer to [2], [3].  The number of 

points within the constellation diagram directly corresponds to the number of unique addresses utilized in the 

mapping process. For instance, QPSK with its four constellation points employs four unique addresses, while 

64-QAM, with 64 points, utilizes 64 addresses.  LUTs offer an efficient hardware implementation for QAM 

mapping, allowing seamless switching between different QAM schemes ( e.g. , QPSK, 16-QAM)  by simply 

modifying the pre-loaded values within the LUT. To achieve high-speed communication, the proposed 

approach incorporates eight parallel processing units, enabling simultaneous calculation of multiple QAM 

symbols. Further details regarding this parallel processing implementation can be found in Figure 1. As can 

be seen, the proposed LUT-based QAM mapping approach offers a flexible and efficient solution for digital 

communication systems, facilitating high-speed data transmission while maintaining the flexibility to adapt 

to different QAM schemes. 
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Figure 1. The proposed QAM mapping with 8 parallel processing 

 

 

3.3.  CP appending 

In this section, the proposed CP added method in FPGA is presented.  The output from the IFFT 

processing is fed to the dual core RAM to store all the 2048 samples, where the input address of 256 

(=2048/8) is counted from 0 to 255. For the address for reading out, there are two counts needed. The first 

count is for the last samples of 32 (=256/8) from the useful samples itself, this needs 0, … , 31 address. The 

second count is for useful samples. Therefore, the counter length is equal to input address. Additionally, since 

the read-out address is longer than the written address, the CLK_B should be faster than CLK_A. The ratio is 

expressed by  
(𝑁𝑠𝑓+𝑁𝑐𝑝)

𝑁𝑠𝑓
, where 𝑁𝑠𝑓 is a number of useful samples or the FFT size and 𝑁𝑐𝑝 is the number of 

CP in samples. In this work, 𝑁𝑠𝑓 = 2048 and 𝑁𝑐𝑝 = 288, the ratio is 
(2048+256)

2048
= 1.125. For example, if the 

speed of CLK_A = 100 MHz is assumed, the CLK_B will be 112.5 MHz. 
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3.4.  2048-points IFFT/FFT implementation 

This section investigates the application of the IFFT in mmWave high-speed wireless data 

communication systems. The IFFT is a critical component of OFDM, facilitating the transformation of digital 

data, expressed as complex symbols in the frequency domain, into a corresponding time-domain signal. 

A comparative evaluation of general IFFT/FFT implementation methodologies, encompassing speed, 

hardware complexity, and performance advantages, is presented in Table 1. Specifically, the proposed hybrid 

implementation, combining Radix and RAM architectures, demonstrates a notable improvement in speed and 

efficiency relative to alternative methodologies. Additionally, Radix-2 is a very effective for implementation 

on hardware; especially on FPGA, and that is widely used in many digital signal processing (DSP) 

applications. The divide and conquer strategy are used. The method divides the 2048-point DFT input 

progressively into smaller DFTs. In this case, 𝑁 = 2048, the number of stages is 𝑣 = 𝑙𝑜𝑔2( 𝑁) = 11. In this 

work, computing the inverse FFT using forward FFT is employed, where the FFT can be used for the OFDM 

receiver, in the future. The FFT calculation is given by [25], 

 

 𝑋(𝑘) = 𝐹𝐹𝑇(𝑥) 
          = ∑ 𝑥(𝑛)𝑊𝑁

𝑘𝑛𝑁−1
𝑛=0 ,  (7) 

 

where 𝑋(𝑘) is frequency domain and 𝑥(𝑛) is discrete time domain input. 𝑊𝑁
𝑘𝑛 = 𝑒−𝑗2𝜋𝑘𝑛/𝑁 is complex 

number twiddle factors (TW). 𝑛 = 0,1, . . . , 𝑁 − 1 and 𝑘 = 0,1,2, . . . , 𝑁/2 − 1. In Radix-2, the sampling input 

signal is computed separately for the even-indexed, 𝑥0, 𝑥2, . . . . , 𝑥𝑁−2 and the odd-indexed, 𝑥1, 𝑥3, . . . , 𝑥𝑁−1. 

Additionally, the algorithm divides the calculation into two parts, expressed by (8). 

 

𝑋(𝑘) = ∑ 𝑥(𝑛)

𝑛𝑒𝑣𝑒𝑛

𝑊𝑁
𝑛𝑘 + ∑ 𝑥(𝑛)

𝑛𝑜𝑑𝑑

𝑊𝑁
𝑛𝑘 

    = ∑ 𝑥(2𝑛)

𝑁/2−1

𝑛=0

𝑊𝑁
2𝑛𝑘 + ∑ 𝑥(2𝑛 + 1)𝑊𝑁

(2𝑛+1)𝑘

𝑁/2−1

𝑛=0

 

    = ∑ [𝑥(2𝑛) + 𝑥(2𝑛 + 1)]
𝑁/2−1
𝑛=0 𝑊𝑁

2𝑛𝑘,  (8) 

 

hence, from the complex exponential notation, 𝑊𝑁
2𝑛𝑘 = 𝑊𝑁/2

𝑛𝑘 . Then, the first half can be calculated by (9). 

 

𝑋(𝑘) = ∑ 𝑥(2𝑛)
𝑁/2−1
𝑛=0 𝑊𝑁/2

𝑛𝑘 +𝑊𝑁
𝑘 ∑ 𝑥(2𝑛 + 1)𝑊𝑁/2

𝑛𝑘𝑁/2−1
𝑛=0  , (9) 

 

and the second half is calculated by (10). 

 

𝑋(𝑘 + 𝑁/2) = ∑ 𝑥(2𝑛)
𝑁/2−1
𝑛=0 𝑊𝑁/2

𝑛(𝑘+𝑁/2)
+𝑊𝑁

𝑘(𝑁/2) ∑ 𝑥(2𝑛 + 1)𝑊𝑁/2
𝑛(𝑘+𝑁/2)𝑁/2−1

𝑛=0  . (10) 

 

We know that / 2k N k

N NW W   . Therefore  

 

𝑋(𝑘 + 𝑁/2) = ∑ 𝑥(2𝑛)
𝑁/2−1
𝑛=0 𝑊𝑁/2

𝑛𝑘 −𝑊𝑁
𝑘 ∑ 𝑥(2𝑛 + 1)𝑊𝑁/2

𝑛𝑘𝑁/2−1
𝑛=0  .  (11) 

 

The butterfly structure is usually employed in hardware to implement (9)  and (11) .  Additionally, by using 

(7), IFFT can be calculated by [21]. 

 

𝑥(𝑛) =
1

𝑁
𝑐𝑜𝑛𝑗 (𝐹𝐹𝑇(𝑐𝑜𝑛𝑗(𝑋(𝑘)))),  (12) 

 

where conj is configuration operator. From (12), this implies that IFFT can be computed by using FFT. The 

implement of (12) is detailed in Figure 2, where each stage uses the butterfly structure, as shown insert A in 

Figure 2. It is recursively 256 times to achieve 2048-points. The total stage is 11. Additionally, the term 
1

𝑁
 

will be spread by 
1

2
 to each stage. This approach allows for the conservation of integer bits while increasing 

the number of fractional bits. Consequently, the bit precision is enhanced, leading to improved accuracy. 

Additionally, the computation speed can be potentially accelerated up to 8 times, assuming ideal conditions. 

With an internal clock frequency of 100 MHz, the achievable total throughput reaches 800 MHz. These 

specifics are visually represented in Figure 3. The Twiddle factor (TW) values are pre-computed and stored 

in internal read-only memory (ROM) for efficient access during processing. 
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Table 1. Common methods for IFFT/FFT implementation 
Method Speed 

(Approximate) 

Gate Consumption 

(Approximate) 

Advantages Disadvantages 

CORDIC-
based [25] 

Low Moderate 

(thousands) 

Low power consumption, efficient 

for trigonometric calculations 

Can be slower than other methods, 

accuracy trade-offs 

Pipeline [26] Moderate Moderate to high High throughput, suitable for real-
time processing 

Increased latency, can be resource-
intensive for large FFT sizes 

Radix+ RAM 

(Proposed) 

High Moderate to high Flexible design, high throughput 

and efficient resource usage 

Can be complex to design, may 

require additional control logic 
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Figure 2. The proposed CP appending using dual core RAM at the transmitter 
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Figure 3. FFT implementation for 8 parallels processing with 11 stages of calculation 

 

 

During each processing stage, the system needs to reorder data based on the output index for the 

next stage. To achieve this, the output data on each stage is stored in a random-access memory (RAM). The 

read address of the RAM is dynamically controlled based on the required index for the next stage. For feed-

forward processing without data delays, dual-Banks RAM architecture is employed. The Banks consist of 

Bank 0 and Bank 1. A write enable (WE) signal controls which bank is active. When data is written to the 

first Bank (e.g., Bank 0 with WE = 1), data from each stage is simultaneously read from the other bank  
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(Bank 1). Conversely, when WE = 0 for Bank 0, data is written to Bank 1 and read from Bank 0. The WE 

signal typically toggles every 256 clock cycles. Please refer to Figure 4 for further understanding. 
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Figure 4. Details of the algorithm for storing and reordering data indices in preparation for the next stage 

 

 

4. IMPLEMENTATION RESULTS 

In this section, the FPGA-based transmitter signal processing chain for mmWave OFDM systems is 

reported. First, the effect of AWGN and quantization noise on OFDM transmitter using fixed-point format is 

simulated and analyzed. The constraints of the designed are shown in section 3.1, specifically, the 2048 FFT 

size and the 18-bit word length are used, and the bit error rate (BER) performance was evaluated via 

numerical simulation. Only AWGN and quantization noise are considered. The subcarrier indices from 21 to 

632 and 1424 to 2030 are modulated with 64-QAM, and the rest are zeros. Figure 5 shows the distortion 

impact due to the fixed-point, which is evident that the quantization noise is not the sole contributor. As can 

be seen, the inter-band interference also plays a role, as evidenced by the power leakage spreading across 

subcarriers. Additionally, the results demonstrate a clear increase in BER as the number of fractional bits 

decreased, as illustrated in Figure 6. Furthermore, it indicates that higher-order QAM modulation schemes 

exhibit more sensitivity to the SNR. The findings from Figures 5 and 6 collectively suggest an optimal 

fractional bit allocation exceeding 10 bits. Consequently, for the subsequent investigations within this study, 

we have judiciously selected a 13-bit fractional representation. This choice aims to achieve an optimal trade-

off between computational accuracy, BER performance, and the suppression of inter-band interference.  
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Figure 5. The Inter-band interference effect on OFDM transmitter 
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Figure 6. BER versus M-ary QAM with various fractional bits is considered 

 

 

Next, a comprehensive evaluation of the high-speed OFDM waveform generator implemented on an 

FPGA for mmWave communication systems was conducted. The experimental setup is illustrated in inserted 

in Figure 7(a), and the generated waveform is presented in Figure 7(b). The design and implementation were 

carried out using VHDL within the Vivado 2020 environment, targeting the Zynq UltraScale+ RFSoC 

ZCU111 evaluation kit. 
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 Figure 7. OFDM transmitter waveform generator implemented on an FPGA for mmWave communication 

systems: (a) system setup and (b) OFDM output waveform 
 

 

The processing architecture is structured as 8 parallel lanes, facilitating the concurrent computation 

of multiple data streams. As depicted in Figure 2, the CP is appended over 32 clock cycles (8 lanes × 32 

cycles = 256 samples). Subsequently, 256 clock cycles are allocated for 2048 of the useful OFDM data 

symbols (8 lanes × 256 cycles = 2048 samples). Thus, each complete OFDM symbol comprises 2304 

samples (=2048 + 256). The design incorporates two distinct clock domains: a 100 MHz system clock 

(clk100) and a 112.5 MHz clock multiplexer (clk112p5) responsible for outputting the CP and OFDM 

symbols. This allows for higher bandwidth and increases spectral efficiency. Moreover, to ensure adequate 

temporal separation between write and read operations on memory elements, clk100 is intentionally phase-

shifted by 250 degrees. A quantitative comparison between the FPGA-generated waveform and its 

MATLAB-simulated reveals a mean squared error (MSE) of only 0.00013. 
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Finally, Table 2 provides a breakdown of the post-implementation resource utilization of the FPGA. 

Notably, key resources such as the CLB LUTs, RAM, and DSPs exhibit utilization percentages of only 

7.91%, 0.74%, and 3.7%, respectively. Additionally, there is no number of failing endpoint. Specifically, our 

implementation demonstrates superior performance in terms of both speed and throughput compared to the 

state-of-the-art. To the best of our knowledge, our design achieves the largest FFT size among FPGA-based 

mmWave communication systems reported in the literature. There are only simulation works, as shown [27], 

[28], and no implementation has been reported yet. The results demonstrated that the efficacy and efficiency 

of the proposed FPGA-based high-speed OFDM transmitter design for mmWave communication systems are 

achieved. To evaluate the power efficiency of the proposed FPGA-based OFDM transmitter, we conducted a 

power consumption analysis using Xilinx Power Estimator tool in Vivado 2020. The analysis considers the 

dynamic power consumption of the FPGA resources utilized by the design, including the CLBs, block 

RAMs, and DSPs. The estimated power consumption operating at 100 MHz is 48.667 Watts. Furthermore, 

the real-world applicability of our FPGA-based OFDM transmitter was assessed by considering its 

robustness to channel impairments and compatibility with existing mmWave infrastructure.  
 

 

Table 2. The Zynq UltraScale+ RFSoC ZCU111 evaluation kit resource usage 
Resources Usage/Values 

CLB LUTs 7.91% 
CLB Registers 6.98% 

LUT as Memory 9.65% 

LUT as Logic 3.06% 
Block RAM Tile 0.74% 

DSPs 3.70% 

Number of failing endpoints 0 

 

 

5. CONCLUSION 

This paper presented a resource-efficient FPGA implementation of an OFDM transmitter signal 

processing chain optimized for high-speed mmWave communication systems. The core of the design is a 

2048-point IFFT module, realized using a Radix-2 algorithm to minimize hardware footprint. Additionally, 

the implementation incorporates flexible CP insertion, adaptable QAM modulation, and configurable pilot 

patterns, allowing for dynamic trade-offs between spectral efficiency, system robustness, and hardware 

resource utilization. Experimental results demonstrate a high degree of correlation between the FPGA-

generated waveform and MATLAB simulations, validating the design's accuracy. Furthermore, efficient 

resource utilization underscores the practicality of the proposed solution for real-time mmWave OFDM 

transmitter applications. The high-throughput processing capabilities pave the way for future mmWave 

communication systems capable of multi-gigabit per second data rates is achieved. The inherent low-latency 

and high-speed processing offered by this FPGA-based approach are crucial for supporting Big Data 

applications and enabling advanced AI functionalities. Particularly, this work holds significant relevance for 

6G technology, where real-time, high-bandwidth data processing is paramount. 
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