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 This study explored the challenges of emotion recognition in Indonesian 

speech using deep learning techniques, addressing the complex nuances of 

emotional expression in spoken language that posed significant difficulties 

for automatic recognition systems. The research focused on the application 

of feature extraction methods and the implementation of convolutional 

neural networks (CNN) and a hybrid convolutional neural networks-long 

short-term memory (CNN-LSTM) model to identify emotional states from 

speech data. By analyzing key features of speech signals, including mel 

frequency cepstral coefficient (MFCC), zero crossing rate (ZCR), root mean 

square energy (RMSE), pitch, and spectral centroid, the study evaluated the 

models’ ability to capture both spatial and temporal patterns in the data. 

Testing was conducted using an Indonesian dataset comprising 200 samples. 

The CNN model, utilizing four features (MFCC, ZCR, RMSE, and pitch), 

and the CNN-LSTM model, which used three features (MFCC, ZCR, and 

RMSE), both achieved an emotion classification accuracy of approximately 

88%. The result showed that the CNN-LSTM model achieved comparable 

performance with a simpler feature set compared to the CNN model. This 

highlighted the significance of choosing the appropriate techniques in 

feature extraction and classification to enhance the accuracy of identifying 

emotions from speech data while also managing computational complexity. 
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1. INTRODUCTION 

Speech communication serves as the simplest and effective approach that people have in order to 

communicate information. The importance of speech becomes evident when alternative communication 

methods, such as text messages or emails, are commonly used but can easily be misinterpreted. When we 

attempt to express emotions in writing, emojis often become necessary aids in text messaging [1]. Thus, 

speech is the most effective method to communicate in human life, as it carries a wealth of information 

through both linguistic and paralinguistic elements [2]. 

The advancement of information and communication technology (ICT) technology has opened up 

new possibilities for how humans interact with computers. Given that understanding emotional states 

enhances interpersonal comprehension, there is a need to integrate this concept into computer systems. This 

idea inspired the establishment of speech emotion recognition (SER), a field focused on identifying and 

interpreting emotional states conveyed through speech. Many studies have been conducted to explore SER, 

https://creativecommons.org/licenses/by-sa/4.0/
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but the topic still presents significant challenges. SER technology has potential uses across several fields, 

including healthcare, call centers, and education [3]–[5]. In healthcare, it can help in the diagnosis of 

psychological problems like depression, autism, and other mental disorders. In call centers, it helps measure 

customer satisfaction. In education, particularly in distance learning, it can enhance the learning experience. 

Despite its significant potential, challenges remain, such as the lack of diverse datasets, choosing the right 

features, and the choice of effective intelligent recognition techniques [6]–[8]. 

The majority of SER research has focused on languages with abundant resources and widespread 

use, such as English or German [9]–[11]. Although these studies have deepened our understanding of 

detecting emotions in speech, there remains a considerable gap in exploring resource-limited languages like 

Indonesian. In recent years, research on emotion detection in Indonesian speech has begun to emerge, 

covering areas such as emotion detection in films [12], recognition using acoustic and lexical features [13], 

and automatic emotion recognition [14]. Despite Indonesian being spoken by over 200 million people, 

research attention in SER remains limited. The scarcity of corpora and standardized databases hampers the 

progress of SER research in Indonesian. Cross-lingual emotion recognition experiments have been conducted 

due to these limitations [15]. 

In simple terms, SER consists of two primary components: feature extraction and classification [16], 

[17]. Feature extraction involves identifying characteristics related to emotion within speech signals [18]. 

The goal is to extract emotional information from spoken language by converting the raw speech signals into 

relevant feature sets. SER frameworks divide characteristics into four categories: prosodic features, spectral 

features, voice quality features, and Teager energy operator (TEO)-based features [2]. The challenge lies in 

choosing the most essential features that are able to differentiate between different emotions [19]. Mel-

frequency cepstral coefficients (MFCC) is effective in capturing important spectral characteristics based on 

human perception of frequency, making it relevant for detecting spectrum changes associated with emotions. 

zero crossing rate measures how frequently the value of the audio signal changes from above to below zero, 

providing information about the temporal aspects that may change with emotion. Root mean square energy 

(RMSE) measures the average energy of the speech signal, which can reflect varying sound intensity levels 

associated with emotions. Pitch measures the fundamental frequency of the speech, where changes in pitch 

are often linked to emotional variation. Spectral Centroid measures the average frequency location within the 

spectrum, reflecting the brightness of the sound, which may change with different energy distributions due to 

emotions [20]–[24]. 

Classification is the second crucial step in SER. It involves applying machine learning models to the 

extracted features to identify the emotions expressed in speech. There are two main approaches to SER 

classification: conventional classifiers and deep learning classifiers. Recent developments indicate that 

problems in SER are being addressed with more emphasis on machine learning techniques, especially deep 

learning approaches. Deep learning methods have demonstrated significant improvements in emotion 

recognition, offering advantages such as scalability, parameter tuning, and customizable functions [2]. 

Several researchers have explored various neural network methodologies, including artificial neural networks 

(ANN), convolutional neural networks (CNN), deep neural networks (DNN), recurrent neural networks 

(RNN), and long short-term memory (LSTM) [25]–[28]. CNN and LSTM are increasingly recognized for 

SER tasks because they effectively capture temporal dependencies and spatial patterns in sequential data. 

Based on the challenges faced in SER research for the Indonesian language, this study aims to 

address the gap by providing a comprehensive comparison of speech emotion recognition systems for 

determining emotional states. It evaluated the consistency and reliability of emotion labeling using Cohen’s 

kappa, applied several feature extraction approaches including mel frequency cepstral coefficient (MFCC), 

zero crossing rate (ZCR), root mean square energy (RMSE), pitch, and spectral centroid, and combined these 

features with classification techniques that used CNN and LSTM. The structure of this paper is as follows: 

The study chronology, as well as the research design, methodology, dataset collection, feature extraction 

strategies, and classification algorithms, are covered in section 2. The research results appear in section 3 

along with a comprehensive discussion, while section 4 provides the conclusion. 

 

 

2. METHOD 

In this research, the process of recognizing emotions in speech was organized into three main stages: 

data collection, feature extraction, and classification. During data collection stage, a dataset of speech 

samples representing various emotional states was gathered, and inter-rater reliability was employed to 

ensure consistent emotion labeling across different evaluators. Once the dataset was prepared, feature 

extraction was carried out to identify and process key characteristics of a speech signal. These extracted 

features were then used in the classification stage to accurately categorize the emotional states conveyed in 

the speech. 
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2.1.  Data collection 

The audio dataset for this research consists of speech recordings in Indonesian. The digital audio 

data was stored in WAV file format. The dataset includes recordings from 10 male and 10 female 

participants, aged 20 to 22 years. Each audio recording lasts between one to three seconds, with each 

participant contributing four recordings per emotion. Not all recordings, however, were suitable or usable due 

to factors such as poor audio quality or inconsistency in the emotional expression. A total of 50 audio files 

were used to represent four emotional expressions (angry, happy, neutral, and sad [12]), resulting in 

approximately 200 audio files in total. The dataset contained recordings with sampling rates that varied from 

44.1 to 48 kHz. To ensure consistency for audio analysis, all files were resampled to 48 kHz, preserving high 

audio quality. 

To evaluate the consistency and reliability of emotion labeling, Cohen's Kappa analysis was 

conducted [29]. This statistical method provides deeper insight into the agreement levels between annotators, 

using a scale from -1 to 1. A value of -1 represents complete disagreement, 0 indicates random agreement, 

and 1 reflects perfect agreement [30]. Table 1 contains Cohen's Kappa values and associated interpretations. 

 

 

Table 1. Interpretation of Cohen’s Kappa 
Cohen’s Kappa Statistic Strength of agreement 

< 0.00 Poor 
0.00 – 0.20 Slight 

0.21 – 0.40 Fair 

0.41 – 0.60 Moderate 
0.61 – 0.80 Substantial 

0.81 – 1.00 Almost Perfect 

 

 

2.2.  Feature extraction 

One of the most important steps in processing speech data for emotion classification is feature 

extraction. This process involves transforming raw audio signals into relevant features for analysis. The 

techniques employed in this study were chosen to collect both temporal and spectral characteristics of speech. 

The techniques used in this study for extracting features from speech include MFCC, ZCR, RMSE, pitch, and 

spectral centroid. The features were extracted and calculated individually from each audio. 

 

2.2.1. Mel frequency cepstral coefficient  

The first feature extraction method employed was MFCC. MFCC is inspired by the way the human 

ear processes sound [31], [32]. These coefficients focus on the most important aspects of sound, such as the 

shape of vocal formants and other characteristics, which are essential for tasks like emotion recognition and 

speech analysis [33]. By emphasizing frequencies that are most important for how humans hear, MFCCs 

provide a clear representation of speech signals. Figure 1 illustrates the MFCC feature extraction process. 

The extraction of MFCC features from speech data began with pre-emphasis, which boosted the 

higher frequencies to enhance clarity. Next, the audio signal Next, the audio signal was segmented into small 

frames of 25ms, with a 50% overlap. Each frame was then processed using a Hamming window to minimize 

edge effects before undergoing fast Fourier transform (FFT), which transformed the audio data from the time 

domain into the frequency domain using an NFFT size of 512. After that, a Mel-filter bank was applied, 

consisting of 40 filters spaced according to the Mel scale to mimic the human ear’s frequency response. To 

manage the wide range of values, log compression was applied, compressing the values between 0 and 1. In 

the final step, the discrete cosine transform (DCT) was used on the log-compressed signal to derived MFCCs. 

 

 

 
 

Figure 1. MFCC flowchart 

 

 

2.2.2. Zero crossing rate  

The second feature employed was the ZCR, which was calculated separately. ZCR was derived by 

assessing the frequency of zero-crossings in the signal across a frame. The process involved counting each 
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instance where the audio signal shifts from above zero to below zero or the reverse within a frame. ZCR is 

defined as shown in (1): 

 

𝑍𝐶𝑅 =
1

𝑁−1
∑ 1(𝑥[𝑛] ∙ 𝑥[𝑛 − 1] < 0)𝑁−1

𝑛=1  (1) 

 

where 𝑁 represents the total sample count within the frame, and 1(𝑥[𝑛] ∙ 𝑥[𝑛 − 1] < 0) represents a function 

that outputs 1 when there is a sign change between 𝑥[𝑛] and 𝑥[𝑛 − 1], and 0 otherwise. 

ZCR reflected the rate of change in the signal, which can be indicative of emotional states. Higher 

ZCR values are associated with more tense or agitated emotional states, such as angry or happy, where rapid 

changes in pitch or tone occur. Conversely, lower ZCR values indicate calmer emotions, such as neutral or 

sad, where the speech is more steady and less variable [34]. 

 

2.2.3. Root mean square energy  

The third feature employed was the RMSE, or the root mean square value of a signal, which was 

derived by computing the square root of the mean value of the squared samples. For each sample 𝑥[𝑛] in the 

audio signal 𝑥, the square was calculated as: 𝑥[𝑛]2. The average of all resulting squared values was then 

calculated, and the square root of this average was used to determine the RMSE, as shown in (2): 

 

𝐸𝑅𝑀𝑆 = √
1

𝑁
∑ 𝑥[𝑛]2𝑁

𝑛=1  (2) 

 

where 𝑥[𝑛] is the signal value at index 𝑛, and 𝑁 is the total number of signal samples. 

RMSE reflected the intensity or volume of the speech signal. Emotions such as angry or happy 

involved higher energy levels due to louder and more forceful speech, resulting in higher RMSE values. 

Conversely, emotions like sad were expressed with softer, lower-energy speech, leading to lower RMSE 

values. 

 

2.2.4. Pitch 

The fourth feature analyzed was pitch. Pitch estimation from an audio signal involves several key 

steps to accurately determine the fundamental frequency or pitch. This process includes spectral analysis 

using techniques such as the fast Fourier transform (FFT)-based methods like autocorrelation or cepstral 

analysis. Pitch was calculated as shown in (3): 

 

𝑃𝑖𝑡𝑐ℎ =
𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑟𝑎𝑡𝑒

𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝐹𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
 (3) 

 

Emotional states expressed through variations in the pitch of the voice. Emotions such as angry or happy 

tended to produce higher pitch variations, where the voice reached elevated frequencies, adding an energetic 

or intense quality to the speech. In contrast, sad or neutral involved a lower, more stable pitch, conveying a 

calmer or more subdued tone and signaling reduced emotional arousal. 

 

2.2.5. Spectral centroid 

The fifth feature calculated was the spectral centroid, which represents the center of gravity of the 

audio signal’s frequency spectrum, providing an average frequency weighted by the amplitude of each 

spectral component. It is commonly used to describe how energy is distributed across the frequency range, 

offering insight into the brightness or sharpness of a sound. Spectral centroid was calculated using (4): 

 

𝑆𝑝𝑒𝑐𝑡𝑟𝑎𝑙 𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =
∑ 𝑓(𝑘)∙|𝑋(𝑘)|𝑁−1

𝑘=0

∑ |𝑋(𝑘)|𝑁−1
𝑘=0

 (4) 

 

where 𝑓(𝑘) is the frequency at index 𝑘, and |𝑋(𝑘)| is the magnitude of the spectrum at index 𝑘. 

Spectral centroid distinguished emotional states in speech by reflecting the brightness or sharpness 

of the voice. Higher spectral centroid values, linked to angry or happy, indicated energy concentrated in 

higher frequencies. Meanwhile, lower values, associated with neutral or sad, suggested a softer and more 

subdued tone. 

Once each feature was extracted from each audio, a feature vector was formed to represent the key 

acoustic characteristics of the sound. This vector captured the most significant characteristics of the audio, 

which were essential in distinguishing various emotional states. These values were then used as input in the 
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classification process, where they helped the model recognize and distinguish between various types of 

emotional expressions. 

 

2.3.  Classification 

The extracted features were used as inputs for emotion recognition through various classification 

techniques. In this study, both CNN and CNN–LSTM models were applied to compare in emotion 

recognition. These models were assessed to measure their accuracy in emotion classification using features 

extracted from the speech data. The experiments were conducted with data divided into 75% for training, 

20% for testing, and 5% for validation. The models were implemented and tested in Google Colab. 

 

2.3.1. Convolutional neural networks 

The CNN model used was a 1D CNN designed to classify input data with 1D dimensions, such as 

time series or sensor data, where the order or relative position of the data is important. This model processed 

the input data through multiple convolutional layers, extracting spatial features that helped in emotion 

classification based on the speech data. Figure 2 depicts the architecture of a one-dimensional CNN model. 

The 1D CNN architecture began with an input layer of size (23, 32), followed by several 

convolutional layers with filters of 32, 64, and 128, each accompanied by batch normalization, activation 

functions, and pooling layers to reduce data dimensionality. A dropout layer was then applied to prevent 

overfitting. The output from the last convolutional layer was flattened and passed to dense layers in order to 

get the final output, which was used to categorize the four emotions. 

 

 

 
 

Figure 2. CNN1D architecture 

 

 

2.3.2. Convolutional neural networks-long short-term memory 

The CNN model followed by a LSTM network, often referred to as a CNN-LSTM model, is 

typically used for processing high-dimensional data such as audio or video. In this model, CNN retrieved 

spatial characteristics from the input, and LSTM captured the temporal dependencies among the derived 

features. Figure 3 depicts the architecture of the CNN-LSTM model. 

 

 

 
 

Figure 3. CNN-LSTM architecture 
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The CNN-LSTM architecture was similar to the 1D CNN architecture. In this model, the output 

from the convolutional layers was sent into an LSTM layer, which captured long-term dependencies in the 

data. The output from the LSTM layer was flattened and transferred to a dense layer that had four neurons, 

each of which represented one of the four emotional categories. This final dense layer served as the output, 

providing the predicted emotion based on the extracted features. 

 

 

3. RESULTS AND DISCUSSION 

This section provides the essential results of the research and a discussion on their significance. It 

explores aspects such as inter-rater reliability and compares the feature extraction methods and classification 

techniques used. These results provide insight into the effectiveness of emotion recognition from speech and 

highlight important trends observed throughout the analysis. 

 

3.1.  Inter-rater reliability results 

The study found that the annotators had the highest agreement when labeling segments with the 

emotion "angry," achieving a score of 0.83. This suggests that "angry" was a distinct and easily recognizable 

emotion, leading to more consistent labeling among the annotators. The emotions "happy" and "sad" had 

agreement levels of 0.78 and 0.74, respectively. In contrast, "neutral" had the lowest agreement level, with a 

score of 0.72. This indicated that the absence of emotion or a neutral state is more subjective and harder to 

label consistently. The ambiguity and subtlety in neutral expressions likely contributed to this lower 

agreement level. The overall Cohen’s Kappa results are illustrated in Figure 4. 

The overall agreement across all emotions in the corpus was 0.69, which fell into the "substantial" 

agreement category. This overall Kappa value highlighted the variability and subjectivity in how the two 

annotators perceived and labeled emotions. The results of the dataset calculations using IBM SPSS software 

were summarized in Table 2. 

The Kappa value of 0.698 indicated a substantial level of agreement between the annotators, 

suggesting that they often labeled emotions consistently. The T-value of 17.038 and a significance level of 

less than 0.001 confirmed that the findings were statistically significant, meaning that the observed results 

were unlikely to have occurred by chance. This indicated the reliability of the measurement process. 

However, these results also highlighted that while annotators generally agree, certain emotions led to 

inconsistencies in labeling. 

 

 

 
 

Figure 4. Cohen’s Kappa results 

 

 

Table 2. Cohen’s Kappa results from IBM SPSS 
Value Asymptotic standard errora Approximate Tb Approximate significance 

0.698 0.039 17.038 <0.001 

 

 

3.2.  Feature extraction and classification comparison 

Experiments were conducted using CNN and CNN-LSTM methods with input data derived from 

feature extraction of speech signals. The features extracted from the speech signals included MFCC, ZCR, 

RMSE, pitch, and spectral centroid. These features were analyzed to assess its impact in improving emotion 

classification accuracy. 
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3.2.1. Convolutional neural networks 

In the CNN method, various feature combinations were tested to achieve the best results in emotion 

classification. These results highlighted the significance of each feature in helping the model to differentiate 

emotional states. Table 3 presents the accuracy of testing using CNN with different feature combinations. 

 

 

Table 3. Accuracy comparison using CNN 
Features Accuracy 

MFCC 81% 
MFCC + ZCR 81% 

MFCC + ZCR + RMSE 83% 

MFCC + ZCR + RMSE + Pitch 88% 
MFCC + ZCR + RMSE + Pitch + Spectral Centroid 85% 

 

 

The use of MFCC alone resulted in an accuracy of 81%. MFCC is effective in capturing important 

spectral information, however using MFCC alone may not fully capture the temporal dimensions in speech 

that correspond to emotional states. Adding the ZCR to MFCC did not significantly improve accuracy. ZCR 

determines how frequently the signal crosses the zero-amplitude line within a specific time frame, but its 

contribution to emotion classification seemed less significant compared to other features. When RMSE was 

added to the combination of MFCC and ZCR, accuracy increased to 83%. RMSE, which measures the energy 

of the speech signal, enriches the representation of the temporal and strength aspects of the signal that are 

relevant for emotion detection. The increase in accuracy suggested that signal energy information played an 

important role in differentiating emotional expressions. Adding pitch to the combination of MFCC, ZCR, and 

RMSE led to a significant increase in accuracy to 88%. Pitch provides information about voice intonation, 

which is crucial in emotion recognition because variations in intonation can reflect deep emotional changes. 

The substantial contribution of pitch underscored the importance of intonation in distinguishing emotional 

expressions. However, adding Spectral Centroid to the combination of MFCC, ZCR, RMSE, and pitch 

slightly decreased accuracy to 85%. Spectral Centroid, which describes the center of mass of the spectral 

signal, did not seem to provide significant additional value in the context of emotion classification, or it 

might even complicate the model without adding informative value. 

 

3.2.2. Convolutional neural networks-long short-term memory 

The CNN-LSTM method also demonstrated strong performance in emotion classification. By 

combining the feature extraction capabilities with the sequential modeling power of LSTM, this approach 

captured both the relevant features from the speech signal and the sequential dependencies in the data.  

Table 4 shows the accuracy of testing using CNN-LSTM with various feature combinations. 

 

 

Table 4. Accuracy comparison using CNN-LSTM 
Features Accuracy 

MFCC 81% 

MFCC + ZCR 77% 

MFCC + ZCR + RMSE 88% 
MFCC + ZCR + RMSE + Pitch 83% 

MFCC + ZCR + RMSE + Pitch + Spectral Centroid 83% 

 

 

Using MFCC alone resulted in an accuracy of 81%. MFCC is known to be effective in extracting 

spectral information from audio signals, but this accuracy suggested that the information obtained from 

MFCC alone still had limitations in fully detecting emotional variations. Adding the ZCR to MFCC actually 

reduced accuracy to 77%. This reduction might have been due to ZCR introducing noise or less relevant 

information, thereby disrupting the model’s ability to classify emotions accurately. However, when RMSE 

was added to the combination of MFCC and ZCR, accuracy significantly increased to 88%. RMSE provides 

additional information about the intensity of the speech signal, which is crucial for distinguishing emotions. 

This increase in accuracy indicated that RMSE added crucial informative value for emotion detection. 

Adding Pitch to the combination of MFCC, ZCR, and RMSE increased accuracy to 83%. Although Pitch 

should provide additional information about the fundamental frequency of the voice relevant for emotion 

classification, this increase in accuracy was not as significant as in the previous combination. This might 

have been because the information provided by Pitch did not add enough value to the model or there was 

redundancy with existing features. Adding spectral centroid to the combination of MFCC, ZCR, RMSE, and 

Pitch did not further increase accuracy, which remained at 83%. Spectral centroid, which described the center 
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of mass of the sound spectrum, did not seem to provide sufficiently differentiating information compared to 

the other features or might have had an excessive overlap of information. 

 

3.2.3. Comparison 

The testing results for various feature extractions and classification methods show that RMSE had a 

significant impact in improving accuracy for both the CNN and CNN-LSTM models. In the CNN model, the 

combination of four features: MFCC + ZCR + RMSE + Pitch led to the highest accuracy of 88%. Similarly, 

the CNN-LSTM model reached the same accuracy with just three features: MFCC, ZCR, and RMSE. These 

results emphasized the significance of selecting the right features providing the most valuable contributions, 

while also highlighted an important trade-off between computational efficiency, as fewer features reduce the 

computational cost of feature extraction. 

 

 

4. CONCLUSION 

This study explored methods to enhance emotion recognition from Indonesian speech using feature 

extraction techniques and machine learning classification models. The experiments were conducted on an 

Indonesian language dataset consisting of 200 samples. To assess inter-rater reliability, Cohen's kappa 

analysis was conducted, which revealed a substantial agreement level (𝜅 = 0.698) between annotators, 

highlighting the consistency of emotion labeling. The classification experiments compared CNN and  

CNN-LSTM models. Both the CNN model, which used four features (MFCC, ZCR, RMSE, and Pitch), and 

the CNN-LSTM model, which used three features (MFCC, ZCR, and RMSE), achieved an emotion 

classification accuracy of approximately 88%. The difference in the number of features suggests that while 

the CNN model involved more computational tasks due to the additional feature, the CNN-LSTM model 

managed to achieve similar performance with fewer features, potentially offering a more efficient approach. 

Overall, the findings demonstrate that incorporating diverse feature extraction techniques can 

enhance emotion recognition performance, particularly in Indonesian SER. However, careful consideration is 

needed to balance computational efficiency and feature complexity, as adding more features can improve 

accuracy but may also increase computational cost. Future research could explore the use of advanced 

optimization techniques or feature selection methods to further refine model performance while minimizing 

computational overhead. 
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