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 This paper introduces a novel framework designed to bolster privacy 

protections within automated voice authentication systems, addressing 

mounting concerns as voice-based authentication grows in prominence. The 

widespread adoption of these systems has underscored apprehensions 

regarding the storage and processing of sensitive voice biometric data 

without adequate safeguards. To mitigate these risks, a modified framework 

is proposed, aiming to enhance privacy without compromising 

authentication accuracy and efficiency. Three key techniques are 

implemented to address these challenges. Firstly, advanced encryption 

methods are employed for secure voice data storage and transmission, 

through the homomorphic encryption to enable authentication processing on 

encrypted data. Secondly, a privacy-preserving feature extraction method is 

introduced, transforming raw voice inputs into irreversible representations to 

shield original biometric information. Additionally, the framework 

incorporates differential privacy mechanisms, adding controlled noise to 

aggregated voice data to prevent individual identification within large 

datasets. A user-centric consent and control model is proposed, empowering 

individuals to manage their voice profiles and authentication settings. 

Experimental findings demonstrate that the framework achieves enhanced 

authentication accuracy while markedly reducing privacy risks compared to 

conventional systems. This contribution addresses the ongoing challenge of 

balancing security and privacy in biometric authentication technologies. 
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1. INTRODUCTION 

Most of the current generation smart devices and services provide voice-driven interaction support. 

An increasing number of speech recordings are gathered by televisions, smart phones, loudspeakers, watches, 

smart digital assistants, and also smart vehicles [1]. The chances for speech data to be disclosed and 
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corrupted by malicious users or hackers give rise to serious privacy challenges. Speech recordings have 

abundance of personal, confidential data, which can be helpful in supporting different applications, ranging 

from health profiling to biometric recognition [2]. Hence, it is important that speech recordings are 

sufficiently secured so that their misuse is not possible. In fact, much of the privacy-oriented information 

present in speech signals is that associated with individual identity, information disclosed via automated 

speaker and speech characterization techniques [3].  

The human voice belongs to the category of the most casual, non-invasive and easiest of all features. 

Automated speaker characterizations have progressed extremely well in the past two decades. Privacy 

concerned voice authentication system (PVAS) is basically a protocol, which employs a fusion of Gaussian 

mixture models (GMMs) generated from the audio recordings of a user and chaff GMMs generated from 

other users or from changing the available GMMs to establish a challenge response protocol that has voice as 

the baseline [4]. Presently, the technology of speaker characterization is getting hugely popular, with its 

application in the personal authentication and access control across a plethora of various services and 

devices, for instance, telephone banking services and smart devices, which either have or render access to 

personal or confidential data [5], [6]. Rivest Shamir Adleman (RSA) encryption is employed for the 

generation of the server and the user key pairs in both the actual and the modified form of the protocol for 

both 103 registration and verification [7]. In spite of the clear benefits and ubiquity of biometrics mechanism, 

doubts with respect to threats to privacy have crushed the trust of the public. Not just, the identity of a 

speaker is information that is highly confidential, the content spelled out might also be sensitive. The 

challenges with respect to privacy are associated with the probable interference and illegal usage of biometric 

and non-biometric speech data [8]. 

 

 

2. LITERATURE REVIEW 

Tao and Busso [9], has proposed audio-visual automatic speech recognition (AV-ASR) system 

based on multitask learning (MTL) where audio visual voice activity detections (AV-VAD) were a secondary 

goal. The study accomplished a generalizable and dependable audio-visual (AV) system that was accurate. 

AV-ASR performance improved when speech activities were detected in segments. The study [10] considers 

the temporal dynamics that occur between the modalities, resulting in an appealing and practical fusion 

approach. The researchers compared their approaches using a large audiovisual corpus (nearly 60 hours) with 

different channels and single and multiple jobs. Guglani and Mishra [11], enhanced automatic speech 

recognition (ASR) system performances where pitch and voice qualities were examined. Because of the tonal 

foundation of Punjabi, their ASR systems based on pitch characteristics were investigated. When assessed in 

terms of word mistake rates, their system performed well, with improvements due to pitch and voice 

dependent features.  

 Winursito et al. [12] has combined mel-frequency cepstral coefficients (MFCC) feature extractions 

with principal component analysis (PCA) for improved accuracy of Indonesian speech recognition systems. 

Their system’s accuracy increased and dimensions reduced due to MFCC and PCA. Tran et al. [13] has 

presented in the MFCC-based feature extractions and delta coefficients were used to build matrices, while 

PCA minimized dimensionalities. Data reductions were accomplished by the usage of PCA variations and 

subsequently classified using K-nearest neighbor (KNN). Celin et al. [14] had suggested multi-resolution 

feature extractions in after dual data augmentations on dysarthric speeches utilizing microphone array based 

virtual linear syntheses.  

 Their ASR system was designed for low and extremely low intelligible speakers with dysarthria and 

their results showed lower word error rates (WERs) of up to 32.79% against 35.75% when compared to 

current dysarthric speech recognition data augmentations. Aida-Zade et al. [15], utilized support vector 

machines (SVMs) to develop acoustic models of speech recognitions based on MFCC and linear predictive 

coding (LPC) characteristics, evaluated on Azerbaijani data. A convolution neural network-bidirectional long 

short-term memory (CNN-BLSTM) hybrid architecture was developed by Passricha and Aggarwal [16], to 

effectively make use of these characteristics and enhance continuous voice recognitions. The study focused 

on number of bidirectional long short-term memory (BLSTM) layers that were useful. In comparison to 

convolution neural network (CNN) and deep neural network (DNN) systems, their experiments show that 

hybrid architectures with speech features and non-linearities with dropouts, decreased WER by 5.8% and 

10%, respectively [17]. The study used data created from 140 voice recordings from 28 different speakers. In 

their experimentations, their first variation of PCA reduced features from 26 to 12 while maintaining speech 

recognition accuracies at 86.43% and equal to conventional MFCC approaches without PCA [18]. Their 

second variation of PCA reduced feature counts from 26 to 10 with enhanced recognition accuracies of 

89.29% from 86.43% over MFCC without PCA baseline [19]. 
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3. METHOD  

A novel framework designed to enhance privacy in voice authentication systems through the 

integration of three key components: homomorphic encryption, privacy-preserving feature extraction, and a 

decentralized architecture. Homomorphic encryption ensures that voice data remains encrypted throughout 

processing, preventing unauthorized access to sensitive information [20]. Privacy-preserving feature 

extraction techniques are employed to extract essential voice characteristics while preserving the anonymity 

of the user.  

 

3.1.  Privacy concerned voice authentication system 

Privacy based voice authentication is regarded to be the most important concept in the defense 

sector to guarantee that voice communication and authentication is provided utmost security [21]. It is 

accomplished through the generation of the chaff model that will be communicated to the server rather than 

sharing the actual voice model. In this, at first, the chaff model of voice signal is created with the help of the 

Gaussian mixture model. 

The entire processing flow of the newly introduced research approach is illustrated in the Figure 1. 

The chaff model created will be presented as input to the RSA model for the secret key pair generation. 

Depending on the created key pair, voice chaff model will be encoded and later shared with the server. In the 

server end, the actual voice signal will be obtained with the help of the right keys and thereafter, 

convolutional neural network will help in the authentication process. The characteristics for voice 

authentication will be obtained before using genetic based CNN that uses the Gabor filter. 

 

 

 
 

Figure 1. Proposed workflow diagram 

 

 

3.2.  Chaff generation using Gaussian mixture model 

In this technical work, Gaussian mixture model is used for the generation of the voice signal chaff 

model. One significant stage while implementing the above-mentioned likelihood ratio detector is choosing 

the real likelihood function, 𝑝(𝑋|𝜆) [22]. In text-based applications, where a good prior information of the 

spoken text is available, more temporal knowledge can be included applying the hidden Markov models 

(HMMs) to form the likelihood function’s baseline.  

 

p(x|λ) =  ∑ wipi(x)M
i=1  (1) 

 

The density is defined as a weighted linear combination of M unimodal Gaussian densities, 𝑝𝑖(𝑥), with each 

one parameterized using a mean D×1 vector, µ𝑖, and a D×D covariance matrix, Σ𝑖; 

 

pi(x) =
1

(2π)D/2|Σi|1/2 exp {−
1

2
(x − μi)

′(Σi)
−1(x − μi)}   (2) 

 

The mixture weights, 𝑤𝑖 , also meet the condition ∑ wi
M
i=1 = 1. Jointly, the parameters of the density model 

are represented as λ = {wi, µi, Σi}, where 𝑖 = 1. . . , 𝑀. The first one, the density modeling of an 𝑀th order full 
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covariance GMM can be very well considered to be equivalent to that obtained applying a bigger order 

diagonal covariance GMM [23]. 

 

log p(X|λ) =  ∑ log p(xt|λ)T
t=1  (3) 

 

where 𝑝(𝑥𝑡|𝜆) is calculated. Frequently, the mean log-likelihood value is utilized by dividing the value of 

𝑙𝑜𝑔 𝑝(𝑋|𝜆) by 𝑇. This is carried out so that the duration effects arising from the log-likelihood value can be 

normalized out. 

 

3.3.  User registration employing RSA encryption 

The naming of the RSA algorithm goes after the names of its inventors in 1978, who are Ron Rivest, 

Adi Shamir, and Leonard Adleman [24]. It is essential to be aware of the number of steps that a computer 

would take for the encryption of the message so that it can be found whether a technique is quick and 

effective. 

 

gcd(a, b) = 1 and J(a, b) =  a(b−1)÷2(mod b)  (4) 

 

where 𝐽(𝑎, 𝑏) refers to the Jacobi symbol, which can also be denoted as (5). 

 

(
a

b
) =  (

a

p1
)

α1

(
α

p2
)

α1

… … (
α

pk
)

αk

  (5) 

 

where b = p1
α1p2

α2 … . pk
αk refers to the primal factorization of b, and the Legendre symbol is expressed for all 

integers a and all odd primes p defined by (6). 

 

(
a

p
) =  {

0    if a ≡ 0 (mod p)

+1   if a ≠ 0 (mod p)and for some integer x, a ≡ x2(mod p)
−1    if there is no such a ≡ 0 (mod p)

   (6) 

(
a

1
) ≡ 1 

 

The Jacobi symbol is only specified if a is an integer and b is a positive odd integer. In addition, 𝐽(𝑎, 𝑏) is 0 if 

𝑔𝑐𝑑(𝑎, 𝑏) ≠1 and ±1 if 𝑔𝑐𝑑(𝑎, 𝑏)= 1. If holds true always if 𝑏 is prime, else (if 𝑏 is composite), it will 

include a probability of being false by more than 50%. If holes true 100 times for randomly selected 𝑎’s, then 

b is roughly too certain to be prime, with a probability of being a 1’s composite in 2100. 

 

3.4.  Gabor filter-based feature extraction 

A Gabor filter is basically a linear band pass filter utilized in image processing for feature detection 

and texture analysis [25]. The representations of Gabor filters in terms of frequency and orientation are 

identical to those pertaining to the human visual system, and they have been observed to be especially 

suitable for texture representation and differentiation [26]. In the spatial domain, a 2D Gabor filter is 

basically a Gaussian kernel function that is modulated using a sinusoidal plane wave. 

 

𝑔(𝑥, 𝑦) =  𝑒𝑥𝑝 (−(𝑥1
2 + 𝛾2𝑦1

2/2𝜎2))𝑒𝑥𝑝 (𝑖(
2𝛱𝑥1

𝜆
+ 𝜓))  (7) 

 

where x1 = x cos θ + y sin θ and y1 = −x sin θ +  y cos θ. The input parameter 𝜎 stands for the standard 

deviation of the Gaussian function, 𝜆 indicates the wavelength of harmonic function, 𝜃 refers to the 

orientation, 𝛾 indicates the spatial aspect ratio with a fixed value of 0.5, and 𝜓 refers to the phase shift of 

harmonic function. 

In the above Figure 2 is represented by the convolutional networks take their inspiration 

from biological processes, where the connectivity pattern between neurons is identical to the way in which 

the animal visual cortex is organized. It has five layers, which include, two convolution layers, C1 and C2, 

and two pooling layers, P1 and P2, and an output layer. The size of the filter utilized in convolution layers C1 

and C2 was 5×5 while the filter size utilized in pooling layers P1 and P2 was 2×2. 28×28 grayscale images 

form the input to the CNN. The output of C1 and C2 provides a feature map of 32 sets for both. The outputs 

from P1 and P2 contain the same number of feature map sets like C1 and C2. The CNN output was a column 

vector with 256×1 dimension, utilized by the SoftMax classifier for classifying the input images into one out 

of the two output classes. 
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Figure 2. Enhanced CNN architecture 

 

 

3.5.  Hybrid genetic and CNN based voice authentication 

Hybrid genetic algorithm (GA) and convolutional neural network (CNN) based voice authentication 

leverages the optimization capabilities of GAs to design and enhance the architecture of CNNs for robust 

voice recognition. Mapping the domain of artificial neural networks (ANN) to GA involves using 

evolutionary principles to optimize hyperparameters, such as network layers, learning rates, and activation 

functions [27]. This integration addresses challenges in network design by exploring a vast search space 

efficiently. GA aids in developing deep CNNs by automating the selection of optimal configurations, 

improving accuracy, and reducing training time. This hybrid approach enables adaptive and efficient voice 

authentication systems. 

Figure 3 illustrates the enhanced genetic and CNN-based voice authentication process, highlighting 

the use of GA to develop a deep CNN. In this process, GA treats neural networks as individuals in a 

population. The performance of each network represents its fitness, guiding the selection of candidates for 

subsequent generations. Iterative steps in the algorithm focus on evolving the population by optimizing 

network parameters and architecture, aiming for improved accuracy. This synergy between GA and CNN 

demonstrates an effective means of automating and enhancing neural network design for robust voice 

authentication systems. 

 

 

 
 

Figure 3. Enhanced genetic and CNN based voice authentication process 
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4. RESULTS AND DISCUSSION 

The discussed two-level voice authentication system (TLVAS) assessment is carried out using the 

MATLAB simulation environment. The voiceprint is then compared against each other for improving the 

performance. The chaff model of the input signal will be produced, whose encryption will be done with the 

secret key pair. Then this encrypted signal will be relayed to the received where it is decrypted and then 

feature extraction will be carried out. The features extracted will be learned employing the genetic based 

CNN algorithm for the authentication process. 

The presented figures illustrate various stages of the voice authentication process. Figure 4 

demonstrates the input human voice processing, where the initial voice signal is captured and prepared for 

further analysis. This is a crucial step in ensuring that the raw audio data is suitable for subsequent processing 

stages. Figure 5 depicts the chaff model process, which is designed to enhance the security of the voice 

authentication system. The chaff model introduces decoy or “chaff” features into the data, making it resilient 

against unauthorized attempts and tampering. This step plays a significant role in preserving the integrity and 

confidentiality of the authentication process. Figure 6 outlines the feature extraction process, where the 

essential characteristics of the voice signal are identified and extracted. These features include key 

parameters such as pitch, frequency, and amplitude, which are unique to each individual and critical for 

accurate voice recognition. Together, these figures represent a systematic approach to achieving secure and 

reliable voice authentication. The input voice signal undergoes multiple layers of processing, from initial 

capture to feature extraction, with security enhancements provided by the chaff model. These stages 

collectively form the foundation of a robust and effective voice authentication system. 

 

 

 
 

Figure 4. Input human voice processing 

 

 

 
 

Figure 5. Chaff model process 
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Figure 6 shows the feature extraction process carried out on the chaff model of input signal. The 

learning of the extracted features will be done employing the genetic based CNN algorithm for the voice 

authentication results. Figure 6 outlines the feature extraction process, where the essential characteristics of 

the voice signal are identified and extracted. These features include key parameters such as pitch, frequency, 

and amplitude, which are unique to each individual and critical for accurate voice recognition. Together, 

these figures represent a systematic approach to achieving secure and reliable voice authentication. The input 

voice signal undergoes multiple layers of processing, from initial capture to feature extraction, with security 

enhancements provided by the chaff model. These stages collectively form the foundation of a robust and 

effective voice authentication system. 

 

 

 
 

Figure 6. Extraction feature process 

 

 

4.1.  Sensitivity 

Sensitivity is defined as the evaluation of ratio consisting of actual positive for categorizing the real 

voice to be the original. The sensitivity is defined as (8): 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑝

𝑇𝑝+𝐹𝑛
  (8) 

 

where 𝑇𝑝 refers to the actual voice identified right to be the authenticated voice. 𝐹𝑝 indicates the intruder 

voice, which is wrongly authenticated to be intruder voice. 𝐹𝑛 refers to the intruder voice is wrongly detected 

as the authenticated voice. The intruder voice 𝑇𝑛 is identified correctly to be the intruder voice. 

 

4.2.  Precision 

Precision can be computed by the ratio of true positives against the true positives added with false 

positives results of the voice signal. The precision is defined as (9). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑝+𝐹𝑝
  (9) 

 

4.3.  Accuracy 

Accuracy defines the overall correctness of the model. Accuracy is computed as follows: the ratio of 

the sum of actual classification parameters (Tp + Tn) to the sum of number of classification parameters  

(Tp + Tn + Fp + Fn) . 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
  (10) 

 

4.4.  Signal to noise ratio 

In science and engineering, signal-to-noise ratio measures the ratio between the degree of a given 

signal to the level of background noise. SNR is expressed as the ratio of signal power to the noise power, and 

its unit is generally decibels. A ratio greater than 1:1 implies more signal compared to noise. 
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𝑆𝑁𝑅 =
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
  (11) 

 

4.5.  Root mean square deviation 

For the comparison of the encryption results with less fluctuation in the parameter, the root means 

square difference (RMSD) is calculated. Let 𝑓µ1,𝑥1(0) refer to the encryption result of the signal and let 

𝑓µ2,𝑥2(0) be the non-encrypted signal. The RMSD between 𝑓µ1,𝑥1(0) and 𝑓µ2,𝑥2(0) is expressed as (12). 

 

RMSD =  (
1

L×P
∑ ∑ (fμ1x1(0)

′ (i, j) −  fμ2x2(0)
′ (i, j))

2
P−1
j=0

L−1
i=0 )

1/2

  (12) 

 

4.6.  No invertibility index 

The no invertibility index (NI) measures the resilience of biometric systems against inversion 

attacks. To safeguard confidential biometric data, some algorithms modify biometric information to make it 

irreversible, ensuring that attackers cannot reconstruct the original biometric features even if they gain access 

to the database. These transformations aim to provide robust security by rendering stored data unusable for 

identity theft or unauthorized access. High NI values indicate better resistance against reverse engineering of 

biometric traits, enhancing overall security measures. 

In the Figure 7 shows the sensitivity evaluation is carried out and it is observed that the newly 

introduced technique yields better performance compared to the available techniques in the Table 1. The 

results of evaluation are given as below: for MFCC it is 87.5%, retina and fingerprint based multi–biometric 

system (RFBMBS) technique yields 87.9%, noise concerned accurate voice authentication system (NAVAS) 

achieves 91.5%, Supravalvular aortic stenosis (SVAS) yields 92.4% and pediatric vasculitis activity score 

(PVAS) achieves 95.6%. The performance newly introduced techniques in terms of this precision assessment 

outperforms the available techniques. The MFCC yields 89.7%, RFBMBS yields 93.5%, NAVAS 

renders93.8%. 94.6% achieves SVAS and PVAS achieves 96.2%. The evaluation of the performance of the 

discussed technique in terms of accuracy is much better than the available techniques. MFCC technique 

yields 82.00%, 85.00% yields RFBMBS, NAVAS gives 88%, SVAS gives 91% and PVAS renders 97.5%. 

When evaluated in terms of SVAS, the discussed technique PVAS achieves superior performance whereas it 

is 12.99% more than SVAS, 25.28% more than NAVAS, 82.91% more than RFBMBS and 114.65% more 

than MFCC. In terms of RMSD metric, PVAS demonstrates superior performance where it is 33.84% lesser 

compared to SVAS, 39.43% compared to NAVAS, 50.57% compared to RFBMBS and 54.25% compared to 

MFCC. 

 

 

 
 

Figure 7. Overall performance 

 

 

Table 1. Performance metric comparison values 
Methods Sensitivity (%) Precision (%) Accuracy (%) SNR (dB) RMSD 

MFCC 87.50 89.74 82.00 7.78 0.94 
RFBMBS 87.90 93.59 85.00 9.13 0.87 

NAVAS 91.50 93.83 88.00 13.33 0.71 

SVAS 92.40 94.60 91.00 14.78 0.65 

PVAS 95.60 96.20 97.50 16.70 0.43 
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5. CONCLUSION  

In this paper presents a pioneering framework that significantly enhances privacy protections in 

automated voice authentication systems, effectively addressing the increasing concerns surrounding the 

storage and processing of sensitive voice biometric data. The proposed methods have implementing advanced 

encryption techniques, privacy-preserving feature extraction, and a decentralized architecture, the proposed 

framework ensures robust privacy safeguards without sacrificing authentication accuracy and efficiency. 

Additionally, the integration of differential privacy mechanisms and a user-centric consent model further 

strengthens the framework's ability to protect individual privacy. Experimental results validate the 

framework's effectiveness, demonstrating superior authentication accuracy and a substantial reduction in 

privacy risks compared to traditional systems. This contribution represents a vital advancement in the quest 

to balance security and privacy within biometric authentication technologies. 
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