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 Cucumber is a cash crop in Bangladesh as it is a side dish grown 

commercially in cultivable lands year-round. The early prediction of disease-

prone crops could save grooming time and minimize losses. The 

conventional method of examining leaves just through observation of the 

human eye could only detect the diseases at an advanced stage without a 

concrete decision of which disease it might be and regular inspection is 

labour intensive, inaccurate and often unreliable. This study evaluates 

machine learning-based image analysis for classifying healthy and diseased 

cucumber leaves by training deep learning models to detect and identify 

observable traits. Total 1,629 images use as primary dataset and all the data 

collected from the cucumber field of Bangladesh. To fulfill this purpose, 

convolutional neural network (CNN), InceptionV3, and EfficientNetB4 are 

the models implemented in this paper to improve the classification of 

objects. The dataset was optimized by pre-processing techniques and the 

leaves are classified into four categories, namely angular leaf spot, downy 

mildew, powdery mildew, and good leaf. The EfficienNetB4 model 

achieved the highest train and test accuracy respectively 95% and 87%. 

A comparative examination of the available models was conducted in this 

paper to reach a solid decision. 
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1. INTRODUCTION 

To improve crop health and raise agricultural output, it is imperative to diagnose plant diseases 

correctly and promptly. A crucial indication of early success in agriculture depends upon the farmer’s ability 

to early detection of diseases which could substantially assist in the prevention of further progression of the 

disease. Hence, it is imperative that not only there are measures in place for the early detection of such 

ailments in crops but also detection of the particular disease at play so that the parties concerned may be able 

to take steps to cure the particular ailment which would determine the wider success of the crop. Machine 

learning (ML) and image processing highlight the importance of early disease identification in cucumbers. 

[1]. Autonomous device using convolutional neural network (CNN), artificial neural network (ANN) and 

others model achieves accurate detection, suggesting further research for real-time capabilities [2].  

https://creativecommons.org/licenses/by-sa/4.0/
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The dataset used in this paper is primary data. We take pictures of cucumber leaves at various 

seasons in very remote areas of Bangladesh. Four distinct classes are included in the data set: angular leaf 

spot, powdery mildew, downy mildew, and good leaf. An experienced agricultural officer has confirmed each 

class and images. We attempt to develop a suitable detection system based on prior research by achieving a 

satisfactory accuracy and making it more stable and high-quality than prior research. Since Bangladesh is an 

agricultural nation, it can play a significant role in the agricultural sector's future growth and requires a 

scientific approach to implementing artificial intelligence (AI) [3]. 

On leaf disease there are several relatable study is existing specially in cucumber leaf, we try to 

make an overview of this relevant study. Like Mia et al. try to detect timely and treatment of these diseases 

are critical for minimizing losses and implementing timely management strategies. Cucumber leaf diseases 

are classified into seven categories and training images in ML methods using K-means_clustering and 

random_forest provides an accuracy of 89.93%. Additionally, the study addresses the performance of 

InceptionV3, MobileNetV2, and visual geometry group 16 (VGG16) [4]. Krithika and her colleagues 

implemented a computer-aided approaches for early disease classification in salad cucumber leaves, with an 

emphasis on smart organic farming difficulties in India were addressed by combining support vector machine 

(SVM) and K-Means_clustering enabling the existing trend of machine learning-based image processing for 

precision agriculture. The system possesses practical viability for widespread agricultural benefit as it has 

demonstrated efficacy in identifying diseases in crops such as paddy leaves and cotton [5]. Zhang et al. try to 

shows - Tackles important issues in real-world plant disease identification with internet of things (IoT). The 

suggested approach, which combines two-stage segmentation, rotation, translation, augmented reality-

generative adversarial network (AR-GAN) based augmentation, and dilated inception convolutional neural 

network (DICNN), outperforms existing techniques with remarkable average identification accuracy is 

90.67% on raw field diseased leaf. This is achieved using deep convolutional neural networks (CNNs) and a 

small sample size. A major step towards the actual application of advanced technology in agricultural IoT 

systems and precision agriculture, the work is in line with the emerging trend of using CNNs and generative 

adversarial networks (GANs) for strong plant disease recognition [6]. The fusion-based method achieves 

94.30% Training accuracy in leaf disease identification and their dataset was not as much as healthy and this 

research done by colleagues of Kainat et al. [7]. Another cucumber leaf disease severity assessment by wang 

C and his colleagues as Two-stage model and achieves 93.27% segmentation accuracy [8]. The overcomes 

the difficulties of manual diagnosis by a tuned CNN for the determination of diseases after the creation of a 

new dataset and the dataset class Varity is less and validation of this data is not as impactful. The authors 

show that it outperforms pre-trained models with a high recognition accuracy [9]. Li et al. [10] addresses the 

insufficient training samples and imperfect measurement settings by implementing the extended collaborative 

representation (ECR) model for cucumber leaf disease classification with a 94.7% diagnostic accuracy. 

There is multiple research done on finding disease and others issue in crop plants like cucumber but 

here is applying model and approach is on directly cucumber not any leaves. After analyzing we find Hussain 

et al. shows The issue in the detection of automated disease classification in cucumbers needs to be handled 

in a time-efficient manner-which is essential to maintaining agricultural productivity-it is tackled in this 

work. The suggested architecture combines VGG19, InceptionV3, deep learning, and a unique parallel 

maximum correlation fusion (PMCF) technique to reach an impressive 96.5% accuracy. When compared to 

more current methods, it emphasizes the value of sophisticated computational methods for illness diagnosis. 

we investigate existing techniques such as feature selection, dilated convolution, SVM, and sparse 

representation [11]. Kan et al. presents briefly that The study in tackles the critical problem of identifying 

cucumber diseases, which is essential to maintaining agriculture. With an Entropy-ELM-based architecture 

and deep learning, the study attains an impressive 98.48% accuracy. Comparisons with current methods 

highlight the superiority of the suggested method. Previous studies that use techniques such as feature 

selection (Entropy ELM), pre-trained models (VGG19, Inception V3), and data augmentation are presented. 

There are noteworthy initiatives that use a variety of models (DeepLabV3+, U-Net, EfficientNet, 

methodologies (whale optimization algorithm (WOA)-based feature selection), and methods (SHSB saliency, 

probability distribution-based entropy). By combining these methods, this article contributes and highlights 

the value of sophisticated computational methods for disease classification and classification in precision 

agriculture [12]. The body of research highlights a shift towards reliable, automated techniques, such as 

global pooling dilated convolutional neural network (GPDCNN), which hold the promise of better crop 

disease classification, especially with irregularly diseased leaf images' complexity [13]. A hybrid framework 

approach by Zhang et al. achieves 93.50% accuracy in cucumber disease classification, emphasizing real-

time applications. Sparse representation and clustering achieve 85.7% recognition, addressing automated 

crop disease classification challenges. But it focuses on Cucumber not the leaves [14]. 

Regarding time of previous literature study we found that relatable study on others plants or crops 

are implemented and in cucumber sector it use in different angle like focusing in a particular disease or 
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different image segmentation. Jasim and Al-Tuwaijari mates employs a unique dataset CNN achieves a 

remarkable accuracy (98.29% for training and 98.029% for testing) with a focus on tomatoes, peppers, and 

potatoes Plant [15]. Ozguven uses the faster region-based convolutional neural network (faster R-CNN) 

model, with object classification technique and acquired a respectable 94.86% accurate classification rate but 

this article focus only for mildew disease [16]. A CNN-based segmentation achieves 95.08% accuracy in 

powdery mildew assessment and here not any other segmentation or class implemented by Lin et al. [17]. 

Pawar and his colleagues applied Image processing technique on their dataset and ANN model achieve 

80.45% accuracy in early crop illness diagnosis [18]. Cap et al. shows a diffferent deep learning system and 

achieves 65.8% precision in wide-angle plant disease diagnostics which is quite a different role [19]. Table 1 

presents a close analysis of relevant works, which aids in making our study stand out. We also attempt to 

narrow the gap and make a significant addition to this field.  

 

 

Table 1. Analytical view of previous literature  
Authors Studies Dataset Accuracy Remarks 

Mia et al. [4] K-means clustering and 

random forest (RF) 

Cucumber leaf 

disease 

89% Others Implemented model of 

InceptionV3, MobileNetV2, and 

VGG16 gives poor performance 
Zhang et al. [6] DICNN Cucumber leaf 

disease 

90.67% Small and less categories data 

Kainat et al. [7] Fusion based method Cucumber leaf 
disease 

94.30% Methodological studies is quite different 

Hussain et al. 

[11] 

VGG19, Inception V3 Cucumber 

vegetable data 

93.79% This paper not focused on leaf disease 

Kan et al. [12] Entropy-ELM-based 

architecture and deep 

learning 

Cucumber disease 98% This try to disease of Cucumber directly 

not the leaves diseases. 

Zhang et al. [14] Hybrid framework 

approach 

Cucumber disease 

classification 

85.7% The main focus is introduced a hybrid 

framework and the dataset is from open 

source. 
Jasim et al. [15] CNN Plant leaf disease 98% Tomato, peppers and potatoes leaf 

disease 

Power et al. [18] ANN Early crop disease 80.45% Focusing on early crop illness diagnosis 

Cap et al. [19] Deep learning Plant diseases 65.8% Approach a deep learning model for 

wide-angle plant disease diagnostics 

 

 

We attempt to close all of the previous research gaps in this study, including the absence of pure 

dataset resources, the use of contemporary preprocessing techniques, and the use of the most recent deep 

learning models. Our final objective is to use our primary data to develop an automated system and reduce 

significant limitations. Below is a list of our objectives, which truly represent our main contribution: 

− Based on the perspective of Bangladesh cucumber fields, we have created a healthy dataset of cucumber 

leaf disease that includes four classes. 

− In order to provide a healthier and more useful dataset for the researchers, we used pre-processing 

techniques. 

− We examine prior research and compare it to ours, finding that our accuracy is higher. 

− We use a methodical approach to putting in place an automated system for direct users. 

 

 

2. METHOD 

Bangladesh is an agricultural nation, and the quality of its soil makes it ideal for growing a wide 

range of products, including vegetables. More than $10 million in business opportunities exist in the 

cucumber field. We attempt to do highly influential research in order to directly benefit our rural users 

through the application of cutting-edge deep learning models and lessen their losses through early disease 

classification knowledge. We described our suggested system and implementation process in this part. 

 

2.1.  Proposed methodology 

Our goal in this research project is to develop an ideal method for highly accurate and confidently 

diagnosing cucumber disease. We started by creating the ideal dataset and processing it to match the deep 

learning model. Our methodology flowchart is displayed step-by-step in Figure 1. It is evident that we used a 

variety of deep learning models and pre-processing methods after gathering the data. We finally achieved the 

results we had anticipated. The following subsections go into detail about each phase.  
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.  

 

Figure 1. Proposed methodological diagram 

 

 

2.2.  Data acquisition procedure 

A varied set of high-definition photos of cucumber leaves that covered a wider range of growth 

phases, in infected and healthy conditions along with varied lighting circumstances were taken into 

consideration as a dataset. We made sure that the dataset was representative of common cucumber leaf 

diseases that affect cucumbers. We accurately labelled the dataset with the presence of the particular diseases 

in consideration for them to be passed onto the supervised training phase. The collection of datasets on 

Cucumber diseases is a significant contribution of this research. The data collection for this research was 

done in two seasons to cover all the bases since Cucumbers grow and are affected by distinct weather 

characteristics The photos were collected via the Mobile Phone Samsung A50 which possesses the 

specifications of a 48 MP primary camera. Various cucumber fields farmers were visited for the collection of 

data. A total of 543 images were acquired out of which there are 130 pictures for Angular Leaf Spot, 122 

images of Downy Mildew, 105 images of Powdery Mildew and 186 images of Good Leaf.   

 

2.3.  Data preprocessing 

Following data collecting, we used a variety of data preprocessing techniques to improve the data's 

quality and make it more appropriate and useful for the model training phase.  … 

a. Resizing: all images were shaped in 256×256 pixel dimensions. Because when we collect data from the 

agricultural field the image sizes are not the same. 

b. Histogram equalization: this is the technique of image improvement. Here all image's contrast and 

brightness are not the same. So we apply the histogram equalization technique for the same contrast and 

brightness. As a result, the low-contrast area of image becomes easier to detect [20]. 

c. Gamma correction: a digital image processing method called gamma correction modifies intensity values 

to alter the brightness and contrast of an image. It applies a nonlinear technique to the pixel values to 

accommodate changes in the way monitors display light. By altering the brightness and contrast of the 

images in our collection, it can enhance their visual appeal. Additionally, it's frequently used to correct 

photos that seem too bright or dark [21]. 

d. Contrast stretching: the stretching of contrast is an image enrichment technique that aims to increase the 

visibility of details by expanding the range of hues in a picture. This is often accomplished in an 8-bit 

grayscale image by linearly increasing the initial intensity values to encompass the full range. By 

intensifying contrast, this technique makes dark parts darker and bright areas brighter [21]. 

e. Augmentation: for picture augmentation in this study, we have used shearing, zoom horizontal flip, width 

shifting, height shifting, and rotation techniques. In Table 2 we present the scenario of raw & augmented 

images quantity for each class. 

f. Splitting: the image dataset was augmented into training, testing and validation respectively by 70%, 15% 

and 15%. 

 

 

Table 2. Dataset table 
Dataset Classes Original images Augmented 

Cucumber leaf disease dataset Angular leaf Spot 130 390 
Downy Mildew 122 366 

Powdery Mildew 105 315 

Good leaf 186 558 

 Total 543 1629 
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Our raw photos underwent data pre-processing, which resulted in more precise and significant data. 

Following the application of all techniques, in particular A, B, C, and D, the data became more suited to the 

model that was used. Section 3.6 presents the accuracy of the raw data results, demonstrating the extent of 

quality improvement achieved through the application of post-processing procedures. After the entire process 

is finished, Figure 2 displays the visualization and injects the pre-proceeding components. 

 

 

   
 

Figure 2. Sample of preprocessed images 
 

 

2.4.  Model implemetation 

Our dataset implements three major significant models, and we anticipate excellent results.  Our 

applied model is explained in detail below.  … 

a. CNN: Convolutional neural networks developed for object classification and localization in pictures. A 

feed-forward neural network underlies it. It also covers data processing using a grid-like layout for 

presenting data visually. This model has a big influence on the deep learning algorithm. The system 

consists of three main layers: convolutional, pooling, and completely linked. It is capable of data analysis 

and autonomous event prediction. This calculation provides answers to issues with Among other things, 

segmentation, classification, and computational imaging [22]. 

b. InceptionV3: InceptionV3 is the name of a 48-layer pre-trained model. Inception-v3, an enhanced 

GoogLeNet architecture, uses transfer learning to improve biomedical categorization [23]. This provides 

an architecture with several filters (convolutional) of varying sizes. Google developed Inception V3 for 

picture classification and object recognition [23]. 

c. EfficientNetB4: Compound scaling is used by the CNN architecture called EfficientNet-B4 to attain great 

accuracy and computational efficiency. It is a member of the EfficientNet family, which also includes 

versions B0 through B7. Accuracy rises with the number of models without appreciably raising the 

amount of parameters required for training. Models B1–B7 can be created using EfficientNetB4's 

compound scaling technique, which also optimizes FLOPs and increase efficiency of the parameters [24]. 

 

 

3. RESULTS AND DISCUSSION  

We are able to detect with high accuracy by applying numerous algorithms and use our own dataset. 

Several measurement metrics demonstrated its quality and stability with evidence. We offer several 

visualizations, such as a confusion matrix, an accuracy and loss graph, each in its own part, as evidence. 
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3.1.  Performance measurement metrics 

Important criteria like accuracy, recall, specificity, and F1-score were taken into account in our 

study. These metrics enable a thorough evaluation of the models' ability to identify illnesses of cucumber 

leaves, providing insightful information for real-world agricultural applications. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

True positive, true negative, false positive, and false negative are the full forms of TP, TN, FP, and FN in this 

context [25]. 

 

3.2.  Result discussion of preprocessed dataset 

After using all of the deep learning models on our pre-processed data, we were able to attain 

extremely high accuracy. Our top model, EfficientNetB4, offers the highest training accuracy of 95.67% and 

the highest test accuracy of 87%. The precision and recall values are fairly equal, indicating that overfitting 

and underfitting are issues that are almost nonexistent. Table 3 provides a summary of the measurement 

metrics values for all four models. 

 

 

Table 3. Image measurments score (precision, recall, F1-score) 
Model Class Precision Recall F1-score 

CNN-1 Angular leaf spot 0.74 0.74 0.71 

Downy mildew 0.69 0.56 0.67 
Powdery mildew 0.77 0.75 0.69 

Good leaf 0.99 0.99 0.99 

CNN-2 Angular leaf spot 0.79 0.70 0.74 
Downy mildew 0.72 0.63 0.70 

Powdery mildew 0.69 0.84 0.76 

Good leaf 0.99 0.98 0.98 
InceptionV3 Angular leaf spot 0.62 0.74 0.62 

Downy mildew 0.60 0.32 0.34 

Powdery mildew 0.61 0.82 0.63 
Good leaf 0.90 0.98 0.94 

EfficientNetB4 Angular leaf spot 0.85 0.83 0.86 

Downy mildew 0.76 0.75 0.74 
Powdery mildew 0.77 1.00 0.86 

Good leaf 1.00 1.00 1.00 

 

 

The average result summary of all applicable models' truthfulness as seen from the standpoint of 

various measurements is shown in Table 4. The efficienNetB4 achieved the maximum accuracy for both train 

and test data, as can be seen here. There other measurement’s matrix also be shown for better compares. 

 

 

Table 4. Result summury of all implemented models 
Model Training accuracy (%) Testing accuracy (%) Precision (%) Recall (%) F1-score 

CNN-1 84.21 77.34 79 77 77 

CNN-2 88.76 83.59 85 84 84 

InceptionV3 79.31 71.48 70 71 65 
EfficientNetB4 95.67 86.62 88 86 86 

 

 

3.3.  Confusion metrix (CF-M) analysis 

Figure 3 confusion matrix for the all applied model illustrates how stable our detection accuracy is. 

Figure 3 also demonstrates our result quality and dynamic situation. The CNN1 confusion view, which shows 

a decent TP rate for four classes, is presented in Figure 3(a). While the FP rate of the second class, 
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Downey_Mildew, is quite high, CNN2 in Figure 3(b) helps to mitigate the lack of this class. However, there 

are some noisy views in Powdery_Mildew because the TP is significantly lower than the FN and FP rate. The 

CF matrix of a different model is shown in Figure 3(c), and the Inception v3 model has very little value in the 

Second Class. However, every single flaw and TP rate has been subtly fixed in our best model, 

EfficientNetB4, which is displaying extremely accurate and lively values from every angle, including TP, 

TN, FP, and FN. The CF-M of the EfficientNetB4 models is displayed in Figure 3(d), providing evidence of 

the high values of all the measurement metrics. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 3. Confusion matrix of (a) CNN,1 (b) CNN2, (c) Inception V3, and (d) EfficientNetB4 

 

 

3.4.  Accuracy and loss graph analysis 

Accuracy graph shows how well a piece of data is recognized based on its class during training and 

testing. Figure 4 shows the accuracy of four applied models together with a loss graph. It is also critical to 

understand whether the validation loss is little or large. We can conclude that the model is fairly good and 

satisfied if the loss is smaller. Accuracy and loss graph is clear presentation of model performance [22]. 

The CNN1 accuracy and loss graph is shown in Figure 4(a). The visual graph shows that when the 

model's epoch number increases, both its training and test accuracy increase. However, CNN2, as shown in 

Figure 4(b), performs less well than CNN1, and the main cause of this underfitting and overfitting is the 

model's in 10-15 number epoch. The accuracy graph of the InceptionV3 model is shown in Figure 4(c). In 

that case it is proved, while the accuracy throughout training and testing is generally consistent, there are 

occasional periods when it produces noise as a result of improper implementation procedures. However, 

EfficientNetB4 ultimately demonstrates its excellent accuracy and makes it evident that it has been quite 
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steady from the start. The accuracy and loss graph of EfficientNetB4 in Figure 4(d) are far better than those 

of any other model, and our own dataset is well-fitted into this methodology. We guarantee that the data we 

provide to our algorithm yields a high degree of accuracy, and the graph provides compelling evidence of our 

findings. Note that for accuracy and loss graph X-Axis denotes the number of epoch and Y-Axis denotes the 

accuracy/loss level. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 4. Accuracy and loss graph of (a) CNN1, (b) CNN2, (c) Inception V3, and (d) EfficientNetB4 

 

 

3.5.  Confidience level analysis 

Another result analysis measure that truly expresses the confidences of the detection models for the 

specific data is the confidence level value [26]. We measure each model's confidence level (0–1) in our 

preprocessed dataset. Every model's accuracy level is incredibly confident, often approaching 100%. 

EfficientNetB4, our most accurate model, is shown in Figure 5 with a sample of detected images along with 

its confidence value, actual class, and forecast class. The confidence value at 95% is in the range of o.9 to 1. 

Thus, it is simple to state that the models' accuracy is quite respectable. 

 

3.6.  Result discussion of raw dataset 

It is crucial to understand that we use the raw data in the same models only after resizing the image 

to 256 by 256 before processing the data for separate models. We were receiving extremely low accuracy in 

both the train and test cases at that time. Table 5 makes evident how extremely bad the precision, recall, and 

F1-score value is. We observe that in raw data, our most accurate model, EfficientNetB4, provides relatively 
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little score. due to the extremely noisy raw data and the image's incompatibility with the model's algorithm. 

Because of this, we only obtained 56% accuracy in the train data and 53% accuracy in the test data, along 

with recall and an F1-score of 44.66% and 48.23, respectively. We can state that the data set is perfected by 

our pre-processing method, which also yields excellent accuracy and stability. This can be applied in a big 

sector for rural users who are directly involved in the cucumber farming industry.  

 

 

 
 

Figure 5. Confidence level of EfficientNetB4 model in predicting 

 

 

Table 5. Result summury of all implemented models for raw data 
Model Training accuracy (%) Testing accuracy (%) Precision (%) Recall (%) F1-score 

CNN-1 51.11 49.44 49 46 46 
CNN-2 53.46 52.32 45 44 44 

InceptionV3 49.31 51.48 40 41 45 

EfficientNetB4 56.12 53.05 48 48 44 

 

 

4. CONCLUSION  

We created our own dataset from Bangladesh's rural areas for our research, and we used customized 

CNN models, CNN1 and CNN2, as well as InceptionV3 and EfficientNetB4 models. It is demonstrated that 

by comparing the raw and processed photos, we obtain a satisfactory result, indicating that our pre-

processing technique improves the data quality and accuracy over raw data. In agricultural countries like 

Bangladesh, India, and others, where cucumbers are a common crop with a wide variety of uses and a 

profitable market, it is going to have an immense effect on society. It will have a greater impact and be more 

beneficial to the development of our cultivation if we can concentrate on more disease classes and build a 

sizable dataset for numerous crops or vegetable leaves and plant disease in one frame. We are going to 

provide a system that will be useful to farmers and cultivators since it is an automated system that can 

identify disease at an early stage, aid minimize loss, and quickly identify a cure. Finally, we can state that our 

suggested approach, applied picture pre-processing techniques, and application of deep machine learning can 

be a great research in contemporary cultivation. Our implemented model, specifically EfficientNetB4, can be 

crucial in detecting or predicting the categorization of image disease. 
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