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 The brain is a very complex organ of the human body. One of the brain 

diseases is a tumor. Brain tumors are caused by uncontrolled cell growth. 

Early recognition, classification and analysis of brain tumors is very 

important to find out whether there is a tumor in a person's brain so it is 

important for us to do this in order to treat the tumor thoroughly. Machine 

learning (ML) techniques that have the highest accuracy in detecting the 

health sector are extreme gradient boosting (XGBoost), logistic regression, 

random forest, k-nearest neighbor (KNN), naive Bayes, and support vector 

machine (SVM). In this research, data collection and exploration were 

carried out, data training using six methods, and evaluation using a 

confusion matrix. After conducting the experiment, it was obtained that 

random forest had the highest accuracy, namely 98.41%. Where XGBoost 

obtained an accuracy of 98.14%, logistic regression obtained an accuracy of 

97.34%, KNN and naive Bayes of 97.34%, and SVM of 97.88%. 
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1. INTRODUCTION 

The brain is a very complex human body organ. The brain has billions of cells. One of the diseases of 

the brain is a tumor. Brain tumors are caused by uncontrolled cell growth [1]. This is the same as research that 

states that there are all kinds of abnormalities in the brain that endanger human health. One of them is a brain 

tumor [2]. This can be supported by research conducted by Siar and Teshnehlab [3] that when most cells are old 

and damaged, they will be destroyed and replaced by newer cells. With that, problems arise and lead to tumor 

growth in the brain.  

According to the World Health Organization (WHO), around 700,000 people are affected by brain 

tumors, and since 2019, around 86,000 patients have been diagnosed with brain tumors [4]. Of the 700,000, 

69.1% of people were diagnosed with benign tumors and 30.1% were diagnosed with malignant tumors [5]. 

Tumors are malignant cells produced by the uncontrolled development of cancer cells. There are two types of 

tumors, namely malignant and benign. Malignant brain tumors originate in the brain, grow quickly, and 

aggressively attack the surrounding areas and affect the central nervous system. Then benign brain tumors is a 

mass of cells that grow relatively slowly in the brain [6]. 

This is in line with other research which states that tumors are a serious cancer and can attack adults 

and children. Analysis and classification of brain tumors are very important to find out whether there really is a 

tumor in a person's brain so it is important for us to do this in order to treat the tumor adequately [7], and 

machine learning (ML) techniques are considered a good basis for carrying out classification and mining tasks. 

In ML, the features selected as input for the model have a good impact on the results of the model used [8]. The 

https://creativecommons.org/licenses/by-sa/4.0/
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diagnosis of a brain tumor needs to be made clear by classifying it so that a positive brain tumor diagnosis can 

be treated immediately. In this case, the radiologist must diagnose the brain tumor as early as possible, and then 

check again to see if the results are correct [9]. 

In this way, the problem with this research is due to the lack of early detection of brain tumors, so 

many patients only find out that they actually suffer from a brain tumor. So, it is necessary to carry out research 

using ML techniques. ML is a subset of artificial intelligence (AI). AI is a term that refers to the application of 

algorithms that can analyze large datasets to classify, recommend, predict, and others. Under the AI is ML. ML 

is the process of learning models using real data to categorize, predict, and detect based on training observations 

made by humans. The results will apply to future data [10]. There are many methods in ML, including support 

vector machine (SVM), k-nearest neighbor (KNN), random forest, decision trees (DTs), and multi-layer 

perceptron (MLP) [11]. Apart from that, in ML there are several other methods that can be used, namely logistic 

regression and naive Bayes [12]. Then according to other research, XGBoost is also included in the ML method 

[13]. According to Ankit and Kole [14] SVM, logistic regression, KNN, naive Bayes, random forest classifier, 

and XGBoost classifier are methods that can be used to detect brain tumors.  

Naive Bayes is an efficient and effective algorithm in ML and data mining. Naive Bayes was 

proposed by Thomas Bayes from England. Naive Bayes is proven to be fast and accurate. But sometimes 

naive Bayes requires training information in the form of mean and variance to carry out classification. Then 

KNN. KNN is an algorithm for classification [15]. Then there is SVM which is a technique in ML. SVM is a 

supervised learning model with associated learning algorithms. SVM aims to analyze data used for 

classification and regression. Additionally, SVM can also perform non-linear classification using a kernel 

trick that implicitly inserts it into a high-dimensional feature space [16]. Then another ML technique is 

random forest. Random forest is the most commonly used ML algorithm due to its simplicity and variety. 

They are usually used for classification and regression. Random forest is an ML approach that collects results 

from a single decision tree so that it can increase predictive efficiency through voting [17]. Apart from naive 

Bayes, KNN, SVM, and random forest, we also use logistic regression and XGBoost methods. Logistic 

regression is used to model binary outcomes. Logistic regression involves estimation tasks. The response 

only has two possible outcomes, namely that it can be represented by a binary variable with the values 0 and 

1. For XGBoost, boosting involves collecting all weak classifications to produce a strong classification. 

Usually what is done in the first step is to organize the data. All forms of data will be converted to numeric 

because XGBoost only works with vector numeric. Then clean the data and run through the features [18]. 

Based on the background that has been explained, this research will focus on applying ML techniques using 

XGBoost, logistic regression, random forest, KNN, naive Bayes, and SVM to detect brain tumors using 

features as criteria. Each piece of data in this research will be divided into training and testing data. After 

that, each ML method will be used, trained and evaluated. 

 

 

2. LITERATURE REVIEW 

In this section, researchers use literature studies in international journals or conferences related to 

the researched topic. In this chapter, the researcher aims to study and also look for various references 

regarding brain tumor detection, ML techniques, and others to see the problems that exist today and also find 

solutions to these problems. The results of the literature study regarding brain tumor detection can be seen in 

Table 1 [19]–[25] (see in Appendix) and the results of the literature study regarding ML techniques can be 

seen in Table 2 [26]–[31] (see in Appendix). 

 

 

3. METHOD 

In this chapter, researchers will explain what ML techniques are used in research. There are 6, 

namely XGBoost, logistic regression, random forest, KNN, naive Bayes, and SVM. The explanation will 

start in sections 3.1 to 3.6. 

 

3.1.  XGBoost 

XGBoost was first proposed by Chen and Guestrin in 2016 [32]. XGBoost is a tree-based method 

that is popular in ML. Mostly XGBoost is used as a base model to solve ML tasks. XGBoost is a mixture of 

bagging and boosting algorithms that can improve accuracy sequentially [33]. XGboost can identify effective 

and efficient ways to combine local and global contextual patterns. XGBoost is strong against overfitting 

which makes it very easy for the model to make choices. By using XGBoost, researchers can identify strong 

patterns and be able to differentiate between patients and healthy people [34].  

This is in line with other research that the XGBoost model performs classification very well and has 

the same proportions for both classes. According to other research, XGBoost is a better model than single 
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ML models such as logistic regression, SVM, decision trees, and others. Cross-validation between models is 

powerful and integrated in XGBoost. According to this research, XGBoost is a model that is built 

sequentially to reduce accuracy in iterations. Gradient boosting is the original model of XGBoost. Where the 

way it works is to combine the weak so that they become stronger.  

 

3.2.  Logistic regression 

Logistic regression models the relationship between categorical variables and covariates. This 

method combines liner independent variables with log-odds of a probability in a logistic model. Logistic 

regression can be considered ML [35]. Logistic regression is used to analyze data in statistics that determine 

the relationship between one or more independent variables and the dependent variable. This method is used 

for prediction. The dataset contains the target class. In this case, let's say X is a binary response variable. 

𝑋𝑖 = 1 if present, and 𝑋𝑖 = 0 if absent, then the data [𝑋1, 𝑋2, . . . , 𝑋𝑛] are independent. Let πi be the 

probability of success. Then the logistic function for πi is: 
 

𝐿𝑜𝑔𝑖𝑡(𝜋𝑖) = 𝑙𝑜𝑔
𝜋𝑖

1−𝜋𝑖
 𝛽0 + 𝛽1𝑥𝑖1 +  𝛽2𝑥𝑖2 + · · ·  + 𝛽𝑝𝑥𝑖, 𝑝 ; (1) 

 

where, 𝜋𝑖 =
𝑒𝑥𝑝(𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + · · · + 𝛽𝑝𝑥𝑖,𝑝)

1 + 𝑒𝑥𝑝(𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + · · · + 𝛽𝑝𝑥𝑖,𝑝)
=  

𝑒𝑥𝑝(𝑥 0 𝑖 𝛽)

1 + 𝑒𝑥𝑝(𝑥 0 𝑖 𝛽) 
=  𝛬(𝑥′𝑖 𝛽)  (2) 

 

3.3.  Random forest 

Random forest is a popular technique in ML. Random forest has successfully demonstrated the 

success of its method in various fields, including the health sector. Random forests have the ability to handle 

high-dimensional data, capture non-linear relationships, and so on, so random forests are the right choice of 

method for predictions in the health sector [36]. The random forest method was suggested by Breiman in 

2001. Random forest produces two types of information significance, namely measuring the significance 

including the response variable, and measuring the internal data model [37]. There are several phases of the 

random forest algorithm, namely: 

a. Determine a trained model: The point is to determine the training model. This technique is used in 

collecting classification models from original data.  

b. Built random forest structure: The point is to collect data from all bootstraps and produce n trees.  

c. Voting phase: What this means is the voting or pooling phase. Where this phase helps us determine the 

right and wrong features for each tree. 

This is in line with the opinion of other researchers that random forest is a tree-based ML technique. 

Random forest estimates correctly and the relationships are stable between variables [38]. Random forest is 

able to handle numeric or categorical variables in prediction situations. 

 

3.4.  KNN 

The basic ML model for classification and regression is KNN. The goal is to determine the distance 

between new unlabeled data points and the training data set stored in feature space. The k value in KNN is a 

hyperparameter used to sort the k-nearest data points. In the optimized KNN, neighbors only have positive 

relationships with requestors. Nearby neighbors can influence better than distant neighbors. The KNN 

algorithm uses a distance function to determine the weight of the influence of close neighbors. Euclidean 

distance, Pearson correlation, Manhattan distance, and spearman correlation is a distance function used for 

continuous variables. There are pros and cons to using KNN. The advantage is that it uses a nonparametric 

approach, is easy to understand and easy to apply. But the con is that KNN is not explicitly trained quickly. 

Figure 1. is an illustration of how KNN can do its job using Euclidean distance. An example of a k value is 

six data points. The new sample data points fall into the blue class in this illustration [39]. 
 
 

 
 

Figure 1. Illustration using KNN 
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3.5.  Naive Bayes 

Naive Bayes is a method used for probabilistic classification which was developed based on Bayes 

theorem. Naive Bayes aims to improve the learning efficiency of classification tasks. Naive Bayes can be 

trained to understand parameters by extracting basic statistics per class from features. This model may not 

depend on Bayesian algorithms. In the real world, naive Bayes can be used for real-time prediction and text 

classification. The weakness of naive Bayes is that this method is simple and this method only requires a 

limited amount of data to estimate the required categorization. Then this method does not need to evaluate 

the entire covariance matrix. The following is the formula in naive Bayes: 

 

𝑃 (𝐴|𝐵) =
𝑃(𝐵|𝐴)∗𝑃(𝐴)

𝑃(𝐵)
  (3) 

 

3.6.  SVM 

SVM is a supervised ML method that develops a decision boundary or hyperplane. SVM allows 

predicting labels based on a vector's single or multiple features. SVM comes from the name of the closest 

points which are known as support vectors. Based on this research, SVM is most often used for biomedia 

practice to automatically categorize profiles. For example, deoxyribonucleic acid (DNA) sequences, gene 

expression profiles, and so on. All of this can be used with the SVM method. Figure 2 is an example of 

scenario classification using SVM techniques. 

 

 

  

  
 

Figure 2. Classification using SVM techniques 

 

 

4. PROPOSED SOLUTION METHOD 
Proposed method aims to find solutions to research problems that have been explained in the 

background. This research method is written in framework form to make it easier to understand so as to 

achieve the goals in a structured manner. The research methodology for solutions based on brain error 

detection will be explained in Figure 3. 

Based on the framework in Figure 3, the first stage in research is data collection and data 

exploration. In data exploration, researchers look for any classes in the data, then check for nulls, use 

MinMaxScaler and divide the data into 80 training data and 20 testing data. After that, researchers will 

conduct experiments using six methods, namely XGBoost, logistic regression, random forest, KNN, naive 

Bayes, and SVM and obtain their accuracy. After that, the researcher can see the results report in the form of 

precision, recall, and F1-score for each research method carried out. 
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Figure 3. Proposed method 

 

 

5. RESULTS AND DISCUSSION 

In this section, the researcher divides it into two sections, namely sections 5.1 and 5.2. In section 

5.1, the researcher explains and discusses about dataset. Researchers collect data and also explore the data 

that has been collected. And in section 5.2, the researcher explains the results of experiments that have been 

carried out using several methods chosen based on a literature review. The methods are XGBoost, logistic 

regression, random forest, KNN, naive Bayes, and SVM. 

 

5.1.  Collecting and exploring dataset 

Researchers used data from the Kaggle.com site. This dataset is about brain tumor feature including 

five first order features and eight texture features with the target level. There were 3,762 data in this research. 

There is no duplicate data so the data remains 3,762 and is not reduced. After collecting the dataset, we 

continue with dataset exploration. Researchers carry out exploration by looking at class, variance, standard 

deviation, entropy, skewness, kurtosis, contrast, energy, angular second moment (ASM), homogeneity, and 

dissimilarity. The first order features are mean, variance, standard deviation, skewness, and kurtosis. Then 

the second order features are Contrast, energy, ASM, entropy, homogeneity, dissimilarity, correlation, and 

coarseness. Then the researchers also carried out the MinMaxScaler before carrying out experiments and 

evaluations. MinMaxScaler is usually used to create data in the range 0-1. The class column defines whether 

the image has a tumor or not. If there is a tumor, it is labeled 1; if not, it is labeled 0. 

 

5.2.  The results 

Based on the steps that have been taken before getting results such as collecting and exploring 

datasets, dividing datasets, and others, in this chapter, the researcher will present the results of their 

experiments. Table 3 is an explanation of the method used and its accuracy. Then there is also a confusion 

matrix obtained from the six methods in Table 4. Confusion matrix is an important performance evaluation in 

artificial intelligence that provides an overall picture of the prediction results of the model used. Then, 

Figure 4 is a comparison of several methods used in this research experiment. 

Based on the six methods used, including XGBoost, logistic regression, random forest, KNN, naive 

Bayes, and SVM, random forest is the method that produces the highest accuracy, namely 98.41%. XGBoost 

got an accuracy of 98.14%, logistic regression got an accuracy of 97.34%, KNN and naive Bayes of 97.34%, 

and SVM of 97.88%. All models achieved good accuracy, but when compared, random forest is the best 

method for this research case. 
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Table 3. Evaluation result for the research using various ML techniques 
Methods Accurations 

XGBoost 98.14% 
Logistic regression 

Random forest 

KNN 
Naïve Bayes 

SVM 

97.34% 

98.41% 

97.34% 
97.34% 

97.88% 

 

 

Table 4. Confusion matrix of the models 
Methods Images Methods Images 

    

XGBoost 

 

KNN 

 
Logistic regression 

 

Naïve Bayes 

 
Random forest 

 
 

SVM 

 

 

 

 
 

Figure 4. Image comparison of all accuracy 
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6. CONCLUSION 

Brain tumor detection was carried out using six methods, namely XGBoost, Logistic regression, 

random forest, KNN, naive Bayes, and SVM. The data used comes from Kaggle.com where there are first-

order and second order features. The first order features are mean, variance, standard deviation, skewness, 

and kurtosis. Then the second order features are contrast, energy, ASM, entropy, homogeneity, dissimilarity, 

correlation, and coarseness. For this research, data collection and exploration were carried out, then 

experiments and evaluation were carried out using a confusion matrix. In this research, random forest 

obtained the highest accuracy, namely 98.41%. 
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APPENDIX 

 

Table 1. Related works – ML techniques 
Reference Process Method Result 

Thanh et al. 

[19] 

Sample data collection, 

implementation ML model, nature-

inspired model, evaluation method 

Random forest This research received a relevance score of 1 

and 0.48. root mean square error (RMSE) 

and mean absolute error (MAE) reaches 0.6 

to 1, and 0.38 to 0.52 

Lilhore 
et al. [20] 

Data visualization, data pre-
processing and splitting (data 

cleaning, data normalization, and 
verify attributes), ranker method, 

check data imbalance, classification, 

and prediction outcome 

Random forest and SVM In experiment 1, the proposed method 
achieved an accuracy of 95.89% for k=5 and 

96.29% for k=10. For the second attempt, we 
got 91.24% for 80:20 and 92.39% for 70:30 

Samad 

et al. [21] 

Data preprocessing, model creation 

with KNN dan distance-weighted 

KNN (DW-KNN), performance 
evaluation criteria 

KNN and DW-KNN Shows that DW-KNN and KNN have almost 

similar accuracy, namely 99.53% and 

98.58% 

Gonaygunta 

[22] 

Data exploration, extraction of the 

features, training, classification, and 
evaluation 

Logistic regression Logistic regression is the first of three ML 

subcategories. Therefore, logistic regression 
is an important algorithm and can be applied 

to cases in ML 

Chang et al. 
[23] 

Data description and preprocessing, 
correlation analysis, experiment with 

the methods, evaluation 

Bidirectional long short-term 
memory, particle swarm 

algorithm-gated recurrent 

unit (W-BiLSTM PSO-GRU) 
and XGBoost methods 

The results show that the accuracy is 0.94 
and the MAE and RMSE values are lower 

than 0.02 and 0.03, respectively 

 
 

Gu and Lu 

[24] 

Intrusion or normal, intrusion 

detection model with naïve Bayes-
SVM, train SVM classifier, 

transformed data, naive Bayes 

feature embedding, evaluation 

SVM with naive Bayes 

feature embedding 

The experiment got accurate and good 

results, namely 93.75% accuracy on the 
UNSW-NB15 dataset, 98.92% accuracy on 

the CICIDS2017 dataset, 99.35% accuracy 

on the NSL-KDD dataset and 98.58% 
accuracy on the Kyoto 2006 + dataset 

Joshi and 

Dhakal [25] 

Data exploration, experiment with 

logistic regression, model selection, 
validation and cross validation 

method, classification tree, 

evaluation 

Logistic regression This research succeeded in getting an 

accuracy of 78.26% and an error rate of 
21.74%. This model is good enough to make 

predictions about type 2 diabetes, so it can 

be used as an early preventive measure 

 

 

Table 2. Related works-brain tumor detection 
Reference Process Method Result 

George et 
al. [26] 

Image acquisition, pre-processing, 
segmentation, feature extraction, 

classification, and evaluation 

Decision tree 
algorithm and MLP 

algorithm 

This research succeeded in obtaining precision with 
an accuracy of 95% by considering 174 brain 

image samples using MLP 

Amin et al. 
[27] 

Lesion enhancement, lesion 
segmentation, feature extraction, 

classification, evaluation 

RF This research succeeded in getting good accuracy, 
namely 0.91 complete, 0.89 non-enhancing, and 

0.90 enhancing dice similarity coefficient 

Choudhury 
et al. [28] 

Convolutional neural networks 
(CNN), model description, experiment 

with CNN, evaluation 

CNN The research achieved the accuracy 96.08%, and 
the f-score 97.3 

Khan et al. 
[29] 

Data preprocessing, splitting data into 
training and validation, experiment 

with CNN, and evaluation 

CNN This research obtained an accuracy of 92.13% for 
precision and a miss rate of 7.87% 

Jia and 
Chen [30] 

Preprocessing, skull stripping, 
segmentation, morphological 

operation, feature extraction, SVM for 

classification, testing 

Fully automatic 
heterogeneous 

segmentation using 

SVM (FAHS-SVM) 

In this research, the numerical accuracy results 
were 98.51% 

Senan et al. 

[31] 

Collecting dataset, using Residual 

neural network 18 (ResNet18) and 

AlexNet, classification with SoftMax, 
SVM, and KNN, evaluation 

SoftMax, SVM, 

KNN 

This research got very good results. The AlexNext 

+ SVM technique obtained the best results with an 

accuracy of 95.10%, sensitivity of 95.25%, and 
specificity 98.50% 
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