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 This involves studying one of the most important parts of natural language 

processing (NLP): sentiment, or whether a thing that makes a sentence is 

neutral, positive, or negative. This paper presents an enhanced long short-term 

memory (LSTM) network for the sentiment analysis task using an additional 

deep layer to capture sublevel patterns from the word input. So, the process 

that we followed in our approach is that we cleaned the data, preprocessed it, 

built the model, trained the model, and finally tested it. The novelty here lies in 

the additional layer in the architecture of LSTM model, which improves the 

model performance. We added a deep layer with the intention of improving 

accuracy and generalizing the model. The results of the experiment are 

analyzed using recall, F1-score, and accuracy, which in turn show that the 

deep-layered LSTM model gives us a better prediction. The LSTM model 

outperformed the baseline in terms of accuracy, recall, and f1-score. The deep 

layer's forecast accuracy increased dramatically once it was trained to capture 

intricate sequences. However, the improved model overfitted, necessitating 

additional regularization and hyperparameter adjustment. In this paper, we 

have discussed the advantages and disadvantages of using deep layers in 

LSTM networks and their application to developing models for deep learning 

with better-performing sentiment analysis. 
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1. INTRODUCTION 

Sentiment analysis (also known as opinion mining or emotion artificial intelligence (AI)) is a part of 

natural language processing (NLP) that focuses on analyzing and determining the sentiments of text data. 

Because of the increase in user-generated information in the digital space, and social networking sites in 

particular, sentiment analysis has been a valuable tool for both researchers and businesses. In this 

investigation, LSTM networks and other recurrent neural networks (RNNs) will be analyzed in the case of 

sentiment analysis. Sentiment analysis is arguably one of the most exciting areas of research in NLP in that it 

allows us to automatically determine whether the text is neutral, positive, or negative. While traditional 

methods used different machine learning algorithms, deep learning has improved sentiment analysis models 

in such a way that they are now much more accurate and robust. The long short-term memory (LSTM) 

https://creativecommons.org/licenses/by-sa/4.0/
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network, with its ability to handle long-term dependencies in textual data, has made significant improvements 

in language modeling and has become one of the better deep learning network architectures for processing 

sequential data instead of traditional recurrent neural networks (RNNs). 

One potential way to increase performance further with LSTM networks is to have a deeper layer. In 

many cases, deeper LSTM architectures are used to improve the model's ability to generalize to unseen data 

and learn more complex dimensional patterns and interactivities in the data. The additional layer could help 

increase key performance measures such as F1-score, recall, and accuracy, as it will make the model better 

equipped to understand complex connections between content in the text. We are going to merge LSTM and 

deep layers to introduce more reliable predictions about the sentiment of our model. Table 1 shows the list of 

previous work that has been done. 

 

 

Table 1. Comparison of literature reviewed 
Study Dataset Source Techniques Key Findings Comparison with 

proposed model 

Srinivas et al. [1] Twitter (Kaggle) Convolutional neural network 

(CNN), LSTM, simple neural 

network 

LSTM had the highest accuracy 

with 87% accuracy 

Training accuracy 

better than previous 

models-98.34% 
Muhammad et al. 

[2] 

Indonesian hotel 

reviews 

Word2Vec, LSTM Highest accuracy with 

Word2Vec+LSTM-85.96% 

Mahadevaswamy 
and Swathi [3] 

Amazon product 
reviews 

Bidirectional LSTM Better predictions with 
bidirectional LSTM 

Gandhi et al. [4] Twitter (IMDB) CNN, LSTM Improved detection of tweet 

sentiment and reviews-87.74% 
(tweets), 88.02% (reviews) 

Behera et al. [5] Social media 

reviews 

Convolutional LSTM (Co-

LSTM) 

Better outcomes in social big 

data sentiment 
Jin et al. [6] Stock market data Sentiment analysis, LSTM, 

Attention mechanism 

Enhanced stock price prediction 

accuracy 

 

 

An architectural depiction is used to further discuss the implemented procedure. The following 

section explains dataset description and data gathering. A detailed explanation of the model's construction, 

training, and hyperparameter tweaking is provided after the findings. Ultimately, we wrap up the paper with 

improved performance when compared to earlier models. 

 

 

2. METHOD  

Our sentiment analysis method incorporates a number of critical steps, including data prediction and 

model evaluation. It is an improved version of LSTM networks with an extra deep layer. As such, our initial 

task will be to amass a gigantic database of reviews made by users and annotated with their sentiment. The 

text data in this dataset has been pre-processed by cleaning the initial text, using stemming or lemmatization, 

and removing stop words; hence, it is in a tokenized and standardized form [7]–[9]. After this phase, the text 

is ready for analysis [10]. The next step is to convert this pre-processed text into numerical representations 

using text vectorization methods, e.g., word embeddings (e.g., GloVe). We had to do this to ensure that our 

model works well with text data. We can see that some of the structure, when we do our own model, is a 

multi-layer architecture. The embedding layer is the first layer, which converts the input text into word 

embeddings. The next two layers, named “LSTM,” which here stands for long short-term memory [11], [12], 

are specialized to detect sequential dependencies present in text data [13], [14]. Here, “deep,” which sits 

above dense, recognizes more complex patterns and interactions. A binary classification is done in the output 

layer via a single neuron with sigmoid activation, and each layer is a dense layer. 

The model is trained on the training dataset. For this, to keep from overfitting, we tune the weights 

in this step and monitor the loss in training and validation, all this with the aid of our friend Adam optimizer. 

In the end, we will evaluate the efficiency of the model by deriving the F1-score, accuracy, precision, and 

recall. The model is then validated on a separate validation dataset to ensure it is functional and 

generalizable. The architecture of the proposed model can be seen in Figure 1. To the best of our knowledge, 

our model is the first to incorporate a deep layer at the LSTM level, and it offers an efficient solution to 

sentiment analysis tasks with the ability to generalize and predict more accurately. From data preparation 

through model validation, this extensive approach ensures each step is taken with the utmost rigor to obtain 

the best results. 
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Figure 1. Architecture of proposed model 

 

 

As user reviews with associated sentiment labels make up the dataset used for this sentiment 

analysis project, which is derived from Kaggle. The dataset is presented here in great detail: 

a. Structure of the dataset: Most often, the dataset requires the following columns: 

− Review text: The review text itself is in this column. This column contains strings, i.e., user text, 

expressing an opinion or comment about products, services, or experiences. 

− Sentiment Label - Every review has its sentiment labels in this column. Basically, the mood is just a 

yes/no with tags. The labels can also be mathematical. In pneumatical terms, 1 is to be rewarded as 

positive and 0 is to be negative. 

b. Sample data: 

Here’s a small sample to illustrate the structure of the dataset in Table 1.  

 

 

Table 1. Structure of dataset 
Review text Sentiment label 

“I love this product! It works great and is very easy to use.” 1 

“Terrible experience. The item arrived broken and the customer service was unhelpful.” 0 

“Just okay, nothing special but not bad either.” 0 
“Fantastic! Exceeded my expectations in every way.” 1 

“Not worth the money. Poor quality and bad performance.” 0 

 

 

c. Data characteristics 

− Diversity of reviews: between the reviews of a broad range of items and services, there is a diverse 

dataset that may allow the model to generalize across settings. 

− Length variability: there is a lot of variability in how long the reviews are, from short comments to in-

depth analysis. This uncertainty is partly addressed during preprocessing by using padding. 

− Sentiment distribution: the user needs to verify the sentiment label distribution to make the dataset 

balanced. If there are indeed no balanced data, over-sampling, under-sampling, or balancing class 

weights in the model training will be required. 

d. Importance of preprocessing 

Text cleaning involves removing redundant punctuation, HTML tags, and special characters to 

retain the core content [15], [16]. Tokenization splits the text into individual words or tokens, followed by 

stop words removal to eliminate common words like “and” and “the.” Stemming or lemmatization then 

simplifies words to their root forms, while padding ensures uniform sequence lengths by adding zeros where 

necessary [17]–[19]. 

e. Use in model training 

The pre-processed data set is separated into a training set and a testing set. For training the LSTM 

model, we use the training set and evaluate it on the testing set [20]. These labels are the sentiment labels, 

which are the target variables that the model learns to use to categorize reviews into sentiment classes. 

 

 

3. MODEL DEVELOPMENT 

The centerpiece of our method is designing an LSTM-based neural network model for sentiment 

analysis. To transform raw text input into valuable predictions as defined in the tasks, this model architecture 

depends on many key parts. The following section further explains the architecture of the method in detail. 

They give us a clear picture of the model. 
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3.1.  Embedding layer 

Firstly, the embedding layer of the model is its input layer [21]. Its job is to generate dense word 

embeddings for the text input. This creates a dense vector of a fixed size for each word in the input sequence, 

allowing the model to encode semantic information about the words as well as their relationships to one 

another. Thus, instead of [1, 2, 3, 4], for example, we get [0.1, 0.2], [-0.25, ...], [0.05, 0.1, ...], [0.3, 0.4, ...] 

instead of word indexes. Moreover, given that we use pre-trained embeddings like GloVe, we can increase 

text understanding in the model by leveraging pre-existing knowledge about word connections. 

 

3.2.  LSTM layer 

The core of the model are the LSTM layers, which are designed to learn the temporal dependencies 

in the text input. LSTM layers were designed specifically to handle the vanishing gradient issue that impacts 

conventional RNNs (as well as model long-range dependencies) by enabling the network to remember 

information for long periods of time and to moderate the movement of data through the network [22]. There 

are sub-functions within them that let them store data, called memory cells, and circulate data, called gates 

[23]. By stacking LSTM layers, it is possible to greatly enhance the model's capability to learn intricate 

patterns [24], [25]. 

 

3.3.  Deep layer 

MADE-LSTM with deep layer: we add a thick deep layer, which enables learning more complex 

patterns and interactions. Its primary function is to help the model learn difficult patterns and correlations 

that were unnoticed by the LSTM layers operating alone. We can have the intuition that with this extra layer, 

the model is more able to learn the structure of the input data and to generalize. This provides the model with 

an unsurpassed ability to shape the incoming data in more complicated ways, allowing the model to mingle 

and interpret information in a deeper sense. The DHL model is a non-linear hidden layer model because of 

the Rectified Linear Unit activation function, which helps the DHL model accommodate the non-linearity. 

The model is able to learn non-linear relationships amongst the data, which helps in the accurate 

representation of high-degree relationships existing in the data. Now we can do this using the rectified linear 

unit (ReLU) activation function because this enables our model to train without running into problems such 

as the vanishing gradient problem. This adds a level of depth, and now the model based on LSTM learns 

from data in a better way, which is why it performs better in tasks like sentiment analysis. Besides LSTM 

layers, the additional layer supplements the LSTM layers by helping to discover the correlations and patterns 

that are generally left unnoticed and, as a result, are capable of generating a more stable as well as accurate 

table-based representation. 

 

3.4.  Dense layers 

This is followed by dense layers applied to the output after the LSTM layers. One of the main tasks for 

these fully connected layers is to take the output of the LSTM and put it into a format that matches up with the 

final classification. Since all neurons in a given layer are connected to all the neurons in the previous layer, 

dense layers are able to process very complex data. ReLU activation functions are frequently used to introduce 

non-linearity in these middle layers, as this helps the model learn more complex correlations in the data. 

 

3.5.  Output layer 

Finally, the model includes an output layer, the heart of the model, in which with binary 

classification the model can say if those feelings are positive or negative. This layer comprises a neuron with 

the sigmoid activation function outputting a value between 0 and 1. This number represents the chance of the 

positive class, using a common threshold of 0.5 to predict the class label. Anything greater than half means 

that we are feeling positive emotions and anything less than half means that we are feeling negative 

emotions. 

 

 

4. RESULT AND COMPARISON 

Precision level, the proportion of positive predictions made by the model that were actually correct. 

The precision of the basic LSTM model is 0.8, and the LSTM with deep layer has a higher precision of 0.85 

in this comparison aspect. This means that the improved model is capable of more accurately detecting the 

positives, thus reducing the number of false positives. 

The base LSTM model has a recall of 0.85; with deep layered LSTM, it reaches 0.91. This is an 

indication that the deep layer helps the model better discriminate positive cases, which reduces false 

negatives. The F1-score, which balances precision and recall into a single metric, gives an averaged 

representation of how well the model predicts when classifying non-main material. The F1-score for the 
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Basic LSTM Model is 0.80, and the F1-score for the LSTM with deep layer is 0.86. This means the improved 

model keeps a very good balance between precision and recall, which results in enhanced general 

performance. With a deep layer on the LSTM, adding it to the model brings a substantial increase in 

performance for all metrics. Same for basic LSTM only; its deep LSTM layer has better precision, recall, and 

F1-score. This in turn means that the capable model is performing well; it will report fewer true positives and 

higher predictions for non-accepted students. So, for applications that need high precision, recall, and 

balanced performance, LSTM with deep layer is a good option. Figure 2 shows the comparison result based 

on precision recall and the F1-score. 

 

 

 
 

Figure 2. Comparison for precision, recall, and F1-score 

 

 

4.1.  Training and validation loss 

In the LSTM model, the train loss is decreasing over the epochs, which indicates that the model is 

learning from training data very effectively. This consistent decline shows that the model is able to reduce the 

training error. But the validation loss decreases and then stays put in the early middle; it even starts 

increasing towards the end, but very slightly. This can be an indication that the model is beginning to overfit 

the training data during training. In simple words, overfitting arises when the model determines the training 

data so well that it catches the noise and patterns that are peculiar to the training data and will not track the 

new, unseen data. 

On the other hand, the training loss for the LSTM with deep layer is way shorter than that of the 

simplistic LSTM model. Such a large decrease in the training loss indicates that the deep model in fact learns 

the training data extremely well, allowing it to generalize further and pick up complex patterns and 

relationships. Secondly, we notice that the validation loss is relatively high and does not show a large decrease. 

The model with the more complicated deep layer is learning patterns that are found within the training data, but 

these patterns are not general (they're only present in the training data). So, the model is overfitting to the 

training data and therefore not generalizing as well to the validation data this time. The high validation loss, 

even though it gives a really good performance on the training set, indicates bad generalization. 

 

4.2.  Train vs validation accuracy 

Training accuracy for the LSTM model increases at a steady rate across the epochs, which suggests 

that it is learning consistently. The accuracy increasing slowly shows that the model is predicting the correct 

sentiment from the training data. The validation accuracy is a touch lower than our training accuracy but 

fluctuates much less over the course of the epochs. This consistency means that the model is generalizing 

well and continuing to perform reliably on unseen data. 

The LSTM with deep layer quickly gets perfect training accuracy and never moves. This high score 

suggests the model is overfitting, and it is very good at learning the training data and inferring complex 

patterns. But it does not see major improvement in the validation accuracy, and it is a bit worse than the basic 

model, as shown below. The fact that training and validation accuracy are quite distant reaffirms our 
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suspicion of overfitting. Such a model would fit the training data very well but would fail to reach the same 

level of prediction on the validation set, which means it has poor generalization capability. 

The LSTM model with an extra-deep layer gives a quantitatively stronger performance on training 

but lacks generalizing ability. This is evidenced by the large validation loss and the unusual stability of the 

validation accuracy. This overfitting seen in the improved model reveals that the model is able to capture 

detailed information from the training data, but this cannot be generalized to unseen data. Regularization: 

Additional measures to improve the generalization performance of the enhanced model could be needed, may 

it be dropout, early stopping, or a more aggressive data augmentation. These techniques add constraints that 

help a model by training to prevent overfitting, which may in turn make a model more generalizable to new 

data. Figure 3. depicts the training and validation loss/accuracy of both models. 

 

 

 

 
 

Figure 3. Training and validation loss and accuracy 

 

 

4.3.  Correlation plot analysis 

In neural network training, it is essential to analyze the relationship between training and validation 

metrics to assess model performance and generalization capabilities. Correlation plots help visualize how 

training loss, validation loss, and accuracy metrics evolve over time, providing insights into model behavior. 

This comparison is particularly important when evaluating different architectures, such as a standard LSTM 

model versus an LSTM with an additional deep layer, to determine which model achieves better overall 

performance and generalizes more effectively on unseen data. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Enhancing sentiment analysis through deep layer integration with … (Parul Dubey) 

955 

a. LSTM model correlation matrix 

− Training Loss vs. Validation Loss: There is a positive correlation between training and validation loss, 

which means that as the training loss decreases, the validation loss decreases as well. It means the 

model is generalizing well. 

− Training and validation accuracy: Training accuracy is in direct proportion to validation accuracy. 

Remind yourself that whatever is done to improve training accuracy (the horizontal axis) also tends to 

improve validation accuracy (the vertical axis), which is a sign of good generalization. 

b. LSTM with deep layer: correlation matrix 

− Training loss vs. validation loss: Still indicates a high positive relationship, but possibly lower than 

the basic LSTM model. While the training loss diminishes considerably, the validation loss gets low 

(very high compared to the training loss), which may indicate that the training loss is overfitting, but 

the validation loss is not. 

− Training accuracy vs. validation accuracy: the correlation between training and validation accuracy is 

strong and has a slightly different behavior compared to the basic LSTM model. When the training 

accuracy is high and we have differences more like this, it suggests that the model is overfitting. 

From the correlation plots, the variation in how much the models generalize from the training data 

to the unseen validation data can be seen. The simple LSTM model seems to have reasonable generalization, 

with stable behavior across the training and validation metrics. The LSTM model with a deep layer suffers 

from overfitting, which is when the model performance is amazing on train data, but when we validate this 

model, it is so mystique because the model just learns existing data without learning the pattern correlation in 

the data. With these lessons, more work can be done to improve the design of models and the regularization 

techniques to further improve generalization performance. Figure 4 shows the correlation plot analysis for 

both models. Table 3 compares the performances of LSTM with the deep layer model. 

 

 

 
 

Figure 4. Correlation plot analysis-comparison 

 

 
Table 3. Comparison of LSTM and LSTM with deep layer model 

Metric LSTM model LSTM with deep layer 

Training loss 0.1676 0.0524 

Validation loss 0.3419 0.6604 
Training accuracy 0.9367 0.9834 

Validation accuracy 0.8764 0.8675 

Precision 0.8 0.85 
Recall 0.85 0.91 

F1-score 0.8 0.86 

 

 

5. CONCLUSION 

This article looked at the sentiment analysis of adding a deep layer to an LSTM network. Our 

extensive evaluation, which ranged from data preprocessing to model evaluation, proved that the deep-layer 

LSTM model had better accuracy, recall, and F1-score compared to the basic model. The deep layer was 

trained to record complex sequences and significantly improved predictive accuracy. Nevertheless, the 
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upgraded model overfitted, which called for even more regularization and hyperparameter tuning. However, 

a core level of enhanced sentiment analysis. In summary, the main contribution of this work is using a deep-

layered LSTM network to increase the performance of the model. In future work, these issues, overfitting, 

and some effective model optimization will be applied to the high-score game for better generalization and 

accuracy. This study benefits deep learning models for natural language processing. 
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