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 The number of stock investors is steadily increasing due to factors such as 

the availability of high-speed internet, smart trading platforms, lower trading 

commissions, and the perception that trading is an effective way of earning 

extra income to enhance financial stability. Accurate forecasting is crucial to 

earning profits in the stock market, as it allows traders to anticipate price 

changes and make strategic investments. The traders must skillfully 

negotiate short-term market changes to maximize gains and minimize losses, 

as intraday profit mostly depends on the timing of buy and sell decisions. In 

the presented work, we provide minute-by-minute forecasts that assist 

intraday traders in making the best decisions on when to buy and sell, 

consequently maximizing profits on each trade they make. We have 

implemented a one-dimensional convolutional neural network and 

bidirectional long-short-term memory (1DCNN-BiLSTM) optimized with 

particle swarm optimizer (PSO) to forecast the value of stocks for each 

minute using real-time data extracted from Yahoo Finance. The proposed 

method is evaluated against state-of-the-art technology, and the results 

demonstrate its strong potential to accurately forecast the opening price, 

stock movement, and price for the next timeframe. This provides valuable 

insights for intraday traders to make informed buy or sell decisions.  
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1. INTRODUCTION 

The number of traders is growing as it's easier for them to make investments in the financial markets 

from anywhere due to the accessibility of sophisticated online trading platforms. The proliferation of 

instructional resources and equipment has enabled a greater number of people to comprehend and get involved 

in trading [1]. With the potential for substantial benefits and flexible participation, trading is considered an 

additional source of income for individuals. Traders often get involved with three primary trading options. The 

purchase and sale of publicly traded company shares on stock exchanges with the objective of making gains by 

way of dividends and stock price growth is known as equity trading [2]. When you buy stocks through equity 

trades, your Demat account is credited with those stocks. They stay in your possession until you make the 

choice to offer them for sale, which may take a few days to several years. Trading options involve the buying 

https://creativecommons.org/licenses/by-sa/4.0/
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and selling of contracts that grant the right, but not the commitment, to purchase or sell a specific asset at a fixed 

price within a given window of time [3]. The authority to buy an asset at a fixed price is offered by a call option, 

and the authority to sell it is offered by a put option. To profit from transient price swings, intraday traders buy 

and sell stocks on the same trading day. In addition to technical research, traders implement strategies such as 

momentum trading and scalping to detect opportunities. Intraday trading is risky due to fluctuations in the 

market, but you can reduce your potential loss with the use of mechanisms like set stop-loss orders [4]. There 

are a few obstacles faced by intraday traders. 

a. When a price hits a certain level in intraday trading and stays there for a time, traders may find it difficult 

to decide whether to sell or wait. Selling could result in a loss of potential gains if the price rises further, 

while holding can lead to losses if it falls [5]. 

b. It is challenging to pinpoint the lowest and highest price points in intraday trading, which makes it 

problematic for traders to successfully place buy and sell orders within the idle price window [6]. 

c. It is challenging to say with certainty whether the stock price will rise or fall during the present-day 

trading session at the opening time of the market while trading intraday [7].  

Several types of machine learning (ML) and deep learning (DL) algorithms have been implemented 

by numerous researchers to anticipate stock prices [8]. Most research on stock forecasting concentrates on 

long-term stock forecasting, with very limited attention given to intraday forecasting with shorter timeframes. 

However, these intraday prediction strategies often lack accuracy, highlighting the need for a more accurate 

forecasting framework to improve their reliability. The innovative computational methods enable traders to 

analyze large volumes of market data, identify trends, and offer forecasts for future price changes. By 

applying these innovative techniques, researchers desire to boost the accuracy of their forecasts, which will 

ultimately lead to an enhanced understanding of market dynamics and more intelligent investing decisions 

[9]. In order to assist intraday traders in picking the most appropriate moments to execute buy and sell orders, 

this study focuses on minute-level stock price prediction. The presented research utilizes minute-level  

SBI stock data for June gathered from Yahoo Finance. The collected stock data is preprocessed and used  

to train a one-dimensional convolutional neural network and bidirectional long-short-term memory  

(1DCNN-BiLSTM) model. The model predicts the stock price for a 15-minute interval, after which new data 

is retrieved from Yahoo Finance to forecast the next 15-minute price, and this process continues iteratively. 

particle swarm optimizer (PSO) optimization has been applied for estimating the values for several 1DCNN-

BiLSTM parameters that influence forecasting accuracy. The proposed approach is assessed against existing 

methods using regression metrics, trend forecasting capability, and swing identification. The research 

findings reveal that PSO selects the optimal parameters in fewer iterations, and the 1DCNN-BiLSTM 

accurately forecasts the stock's opening price, trend, and value compared to other methods. 

 

 

2. LITERATURE SURVEY 

As the stock market is so complicated and continuously changing direction, it is challenging to 

predict its movements. Implementing an extra trees classifier (ETC) model optimized for small-term stock 

return estimation, Pagliaro introduces a novel approach to stock return prediction. The model is trained using 

technical indicators, and the target is the percentage change in closing prices for 120 enterprises across 

different industries after 10 trading days. The indicators used to predict the direction of the stock price are the 

medium, upper, and lower Bollinger bands, referred to as BOLL M, BOLL U, and BOLL L; average true 

range (ATR); average directional index (ADX); fractal weighted moving average (FWMA); volume-

weighted moving average (VWMA); Chande forecast oscillator (CFO); and Schaff trend cycle (STC). 

evaluating ETC, which was trained on decision trees, against bagging, nu-support vector machine (SVM), 

K-neighbors, XGBoost (XGB), and light gradient boosting machine (LGBM) classifiers, the results indicate 

that ETC outperformed the others, achieving an accuracy of 86.1% [10]. The stock market has a huge 

influence on a variety of things, such as jobs, businesses, technology, and the economy. Singh et al. [11] 

presented a framework to estimate the stock price using the live market's real-time stream, which relied on 

two learning strategies: incremental learning, which updates the model every time it receives a new instance 

of the stock from the live stream, and offline-online learning, which retrains the model after each trading 

session to ensure it takes into account the most recent data complexities. The examination uses real-time data 

streams from the National Stock Exchange (NSE) and NASDAQ to forecast stock prices for the next fifteen 

minutes, assisting intra-day traders in making decisions. Incremental linear regression has been implemented 

for incremental models, whereas long short-term memory (LSTM) and convolutional neural network (CNN) 

variations have been implemented in forecasting through offline-online models. B-LSTM performed better 

than other variations of LSTM, including bidirectional LSTM, vanilla LSTM, stacked LSTM, and CNN, 

when compared on regression metrics.  

As there are numerous elements that influence the stock market and create an unpredictable 

environment for investors, choosing a stock for a short-term investment carries a significant risk of failure. 
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Haryono et al. [12] present a methodology to assess the performance of graph convolutional networks (GCN) 

layers, LSTM, gated recurrent units (GRU), and CNN in Indonesian stock forecasting. The 2,588,451 rows of 

stock data from 727 companies on the Indonesia stock exchange (IDX) are included in the dataset. The 

outcome reveals that the architecture constructed using the LSTM layer yields the greatest results when 

compared in terms of performance and validates the best outcome. Opening and closing prices, trading 

volume, and market indicators are a few of the characteristics that define stock data, which is time-series in 

nature, highly volatile, and multidimensional. Using LSTM, Kumar and Gandhmal [13] constructed an 

intelligent system for predicting the Indian stock market's movements. Technical indicators such as WILLR, 

ROCR, MOM, RSI, and ROCR. Have been calculated using the stock data for Infosys and Zensar that has 

been collected from the NSE and BSE. The LSTM is trained using technical indicators, and an optimization 

algorithm is applied to obtain the optimal value of the LSTM hyperparameters. The forecasts' outcomes 

guarantee that their findings will assist traders and stock market specialists in correctly choosing whether to 

purchase or sell a specific share.  

As the economy has continued to grow significantly in recent years, an increasing number of people 

have begun making investments in the stock market. A DL-based approach that forecasts stock prices by 

combining LSTM and BI-GRU has been introduced by Shaban et al. [14]. The NYSE data, which was 

gathered for every minute between March 2020 and April 2022, was normalized first, and BiGRU-LSTM was 

trained using that data. The results indicate that the suggested model yields R2 values of 0.9948, RMSE of 

0.2883, MSE of 0.0831, and MAE of 0.2099. The suggested method has been assessed with various datasets 

and the latest techniques, and the results demonstrate that it delivers better forecasting results in terms of trend 

and closing price estimation. [15] Jin makes use of machine intelligence for investigating sentiment-driven 

stock prediction in China's financial market, particularly focusing on the banking industry. The study aims to 

reveal how digital sentiment influences stock price movements by integrating historical stock data from key 

Chinese banks with sentiment indices from Baidu. The seven prestigious banks listed on the Shanghai Stock 

Exchange with daily stock prices from August 2022 to August 2023 from Yahoo Finance are used in the study. 

Prior to constructing a final sentiment-integrated LSTM (SB-LSTM) model on the SSE dataset, grid search 

was used to determine the ideal value for the hyperparameter. The observations primarily demonstrate that the 

SB-LSTM model outperforms a normal LSTM model in terms of prediction performance. 

Improving profit and avoiding risk are crucial for a strong economy, which is the intent of every 

stock market investment. An intelligent soft computing framework based on effective feature optimization 

and hybrid detection techniques is presented by Venkateswararao and Reddy [16] to forecast the direction of 

stock movement. An improved Ebola optimization (IEO) is implemented in the investigation to prepare the 

data and eliminate noise and irregular patterns. The chaotic farmland fertility (CFF) algorithm is used to 

select hyperparameters and effectively increases the speed of convergence for high-dimensional optimization 

problems. A hybrid spiking-quantum neural network (H-SQNN) framework is presented to forecast stock 

movement direction, ensuring that false prediction rates are decreased. Based on the observation, the hybrid 

SQNN framework achieves predicting accuracy of 95.2% for the U.S. stock, 94.32% for the Australian stock, 

and 93.56% for China's wind economy datasets, respectively. As financial markets are the foundation of 

every nation's economy, precisely correct stock market forecasting is crucial to helping investors maximize 

their investment returns as well as governments. The ultimate objective of Ali et al. [17] research is to 

discover an innovative approach for accurately predicting the KSE-100 index's daily closing values. As stated 

by the authors, the demonstrated hybrid Akima-EMD and the LSTM technique are quite successful in 

making predictions with nonstationary and nonlinear data. The hybrid Akima-EMD-LSTM model has been 

suggested as an effective model for the prediction of non-stationary and nonlinear complex financial time 

series data, as it outperforms all other models considered in the present research when compared to a single 

LSTM and other ensemble models like SVM, RF, and DT. 

 

 

3. METHOD  

In the proposed approach presented in Figure 1, we collect live data from Yahoo Finance. This data 

is preprocessed and used to train several models, including 1DCNN, LSTM, BiLSTM, and 1DCNN-

BiLSTM. Regression metrics evaluate each model's performance, and the model that provides the best values 

and accurately identifies trends is selected for forecasting. Parameters for the models are optimized using 

techniques such as random search, PSO, ant colony, and Firefly. These optimization algorithms are assessed 

based on the number of iterations required and the accuracy of the models trained with those parameters. The 

final forecasting model is built using the selected model and optimization techniques. Every 15 minutes, 

fresh stock data is collected, and the chosen model is rebuilt with parameters identified by the optimization 

algorithm. The trained model predicts stock values for the next 15 minutes to assist intraday traders and so 

on. 
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Google Colab serves as the primary platform for this research's environmental setup, offering a 

cloud-based environment with GPU support for effective model training and execution. The 

pandas_datareader library is used to retrieve stock data from Yahoo Finance, ensuring easy access to reliable 

financial datasets. In order to standardize inputs and efficiently access model correctness, the sklearn library 

is used for data preprocessing and performance evaluation. TensorFlow and Keras are used to build deep 

learning models, offering a strong foundation for implementing complex architectures into practice. 

Matplotlib and Seaborn are used to visualize data trends and outcomes, allowing for unambiguous and 

insightful graphical representations throughout the analysis. 

 

 

 
 

Figure 1. Proposed stock forecasting approach 

 

 

3.1.  Dataset 

Panda's data reader had been applied to extract minute-by-minute historical stock data from Yahoo 

Finance of the State Bank of India's (SBI) June 2024 month [18]. Basic preprocessing was conducted to 

standardize the data, including normalization. Missing values were replaced with the preceding value, as it 

was observed that Yahoo Finance does not record the stock price if it remains the same for two consecutive 

minutes. The data is organized minute by minute in the column displayed in Table 1. 

 

 

Table 1. SBI minute-wise opening price dataset 
Date/Time 9:15:00 9:16:00 9:17:00 9:18:00 9:19:00 9:20:00 9:21:00 … 15:29:00 

3/6/2024 867.04 866.34 875.29 867 869.70 865.29 862.84 … 909 

4/6/2024 880.40 864.04 874.20 879.40 878.54 874.5 874.29  779.95 

5/6/2024 790 781.15 784.5 781.54 776.79 773.75 765.09  787.09 

6/6/2024 796.79 808.09 808.95 810 814.34 811 807.90  817.54 

7/6/2024 815 813.04 814.29 812.54 812.59 813.84 815.29  829.70 

… … … … … … … … … … 

 

 

3.2.   Convolutional neural network 

Convolutional neural network's popularity has been increasing as a result of its effectiveness in 

dealing with a variety of time-series forecasting challenges as well as its potential to discover patterns and 

trends in data to increase predicted accuracy [19]. As compared to conventional fully connected networks, 

1DCNNs require fewer parameters for processing one-dimensional data, such as time-series data, and are 

capable of autonomously extracting relevant features from raw data. Figure 2 illustrates the architecture of 

the CNN.  

In 1D-CNN, the convolutional layers perform convolution operations along a single dimension and 

identify local patterns and features by scrolling over the data with filters termed kernels [20]. 1D-CNN 

controls the size of an output matrix by adding padding, which specifies the number of pixels added to an 

input matrix during the convolution process. The stride, or the number of displaced pixels, affects how the 
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filter convolves across the input matrix. The pooling layers preserve the most important features while 

reducing the computational complexity and dimensionality of the input. By periodically setting the input 

units to zero at a random frequency at each training step, the dropout layer helps reduce overfitting. A one-

dimensional array produced by flattening the output matrix is fed into the feed-forward neural network so 

that it can be processed further [21]. 

 

 

 
 

Figure 2. CNN architecture 

 

 

3.3.  Long short-term memory 

Long short-term memory (LSTM), an upgraded version of RNN that can capture data from previous 

stages and use it for future predictions, can overcome the vanishing gradient problem and exploding gradient 

problem, two major challenges in RNN. The memory line-based LSTM has proven to be exceedingly 

successful in forecasting scenarios with lengthy data sets. A single processing unit that can store information 

over time is called an LSTM cell, and it is found within an LSTM layer [22]. Three gates can add or remove 

information from the cell state, which is represented by the straight line at the top of Figure 3. 

 

 

 
 

Figure 3. LSTM Architecture 

 

 

What data should be retained and erased from the cell state is determined by the sigmoid layer, also 

known as the forget gate layer. The data from the current input 𝑥𝑡 and data from a previous hidden state ℎ𝑡−1 

are merged and run through the sigmoid function, which yields values between 0 and 1, where "discard" is 

indicated by values nearer 0, and "keep" is indicated by values closer to 1.  

 

𝑓𝑡 = σ(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓        (1) 
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Selecting the new data that will be stored in the cell state includes two phases. The values we will 

update are determined by the sigmoid layer (σ), and a tanh layer generates a vector with new potential values 

(Ĉ𝑡). Equation (4) is applied in order to update the cell state from the old 𝐶𝑡−1 to the new 𝐶𝑡. 

 

𝑖𝑡 = σ(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖                 (2) 

 

Ĉ𝑡 = tanh (𝑊𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐       (3) 

 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ Ĉ𝑡                  (4) 

 

The output gate's sigmoid layer determines which portions of the cell state to return as output. The tanh layer 

transforms the cell state from 1 to -1, and output is produced by multiplying the sigmoid layer's output, by the 

tanh layer's output represented in (5) and (6) [23].  

 

𝑂𝑡 = σ(𝑊0[ℎ𝑡−1, 𝑥𝑡] + 𝑏0              (5) 

 

ℎ𝑡 = 𝑂𝑡 ∗ tanh(𝐶𝑡)                         (6) 

 

3.4.  Particle swarm optimizer 

Particle swarm optimizer (PSO) is a computational technique that aims to improve a candidate 

solution iteratively with respect to a certain quality parameter. Every particle in the swarm that the program 

maintains is a potential solution [24]. The best-known positions of the individual particles, as well as those of 

their neighbors or the entire swarm, all have an impact on the velocity at which particles travel across the 

search space. Every particle in the swarm has its position updated so that it will move in the direction of the 

particle with the best position. Every particle keeps track of two things: “gbest,” the best solution found by all 

particles, and “pbest,” the best solution found by each particle independently, in order to update its position 

and velocity in each iteration [25]. As the goal is to lower forecasting error, the MSE is utilized as the 

measure, and the objective function's purpose is to minimize the MSE value. An overview of the phases of 

processing needed to apply the PSO is presented below [26], [27]. 

 

Output: The lowest MSE is obtained from the most effective parameter values. 

Inputs: 𝑓(𝑋) objective function; (𝑙, 𝑢) variable boundary; (𝑛) population size; (𝑑) number of dimensions; 

(𝑚𝑖𝑡𝑟) number of iterations; (𝑊) inertia weight (𝑊); (𝐶1, 𝐶2) correlation factors; (𝑟1, 𝑟2) random 

number. 

Level 1: Compute arbitrary velocity '𝑣' and position '𝑝' in all directions through the following formula stated 

in (7) and (8). 

 

𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑖(𝑥𝑖) = l + r ∗  (u −  l)           (7) 

 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑓𝑜𝑟 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑖(𝑣𝑖) = 𝑙 + 𝑟 ∗  (𝑢 −  𝑙)            (8) 

 

Level 2: Set particle best position (𝑝𝑏𝑒𝑠𝑡)=initial position (𝑥𝑖) and global best (𝑔𝑏𝑒𝑠𝑡)=best position among 

all particles having the lowest MSE. 

Level 3: For iteration 1 to 𝑚𝑖𝑡𝑒𝑟 . 

Level 4: For each particle 1 to 𝑛, calculate the new position and velocity using (9) and (10). 

 

𝑋𝑖
𝑖𝑡𝑒𝑟+1 = 𝑋𝑖

𝑖𝑡𝑒𝑟 + 𝑉𝑖
𝑖𝑡𝑒𝑟+1                  (9) 

 

𝑉𝑖
𝑖𝑡𝑒𝑟+1 = 𝑊𝑉𝑖

𝑖𝑡𝑒𝑟 + 𝐶1𝑟1
𝑖𝑡𝑒𝑟(𝑃𝑖𝑡𝑒𝑟

𝑏 − 𝑋𝑖𝑡𝑒𝑟) + 𝐶2𝑟2
𝑖𝑡𝑒𝑟(𝑃𝑞 − 𝑋𝑖𝑡𝑒𝑟)  (10) 

 

where 𝑉𝑖
𝑡  refers to the velocity of the ith particle in iteration 𝑡, 𝑋𝑖

𝑡 refers to the position of a particle, 𝑉𝑖
𝑡+1 

is the newly calculated velocity, and 𝑋𝑖
𝑡+1 refers to the newly computed position. The 𝑃𝑡

𝑏 is the particle's 

own best position in iteration 𝑡, and 𝑃𝑞  is the global best position of all participants. 

End of for loop 

Update 𝑔𝑏𝑒𝑠𝑡 set 𝑔𝑏𝑒𝑠t=best position from all particle having lower MSE in iteration 𝑡. 

End of iteration 
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4. RESULT AND DISCUSSION  

 The 1DCNN, LSTM, Bi-LSTM, and proposed 1DCNN-BiLSTM using PSO were trained using the 

June month stock minute-wise data. The prediction interval is set to 15 minutes. After each 15-minute period, 

new live data will be retrieved from Yahoo to forecast the subsequent 15 minutes of stock movement, and so 

on. Intraday traders can improve their trading decisions and risk management by using the trend to determine 

market direction, momentum, and prospective patterns, while the opening price provides initial market 

sentiment and important points of reference. Table 2 shows the opening price predictions from different 

models, the trend, and the accuracy metrics for predicting the next 15-minute interval. 

 Figure 4 presents the stock value for 15 minutes on June 28, 2024, from 9:15 AM to 9:30 AM, as 

estimated using different approaches. The result shows that the proposed approach forecasts a nearby 

accurate opening price, the trend movement, and stock values for a 15-minute interval. When the stock 

market opens at 9:15 am on a working day, the opening price may significantly differ from the previous day's 

closing price, potentially leading to a substantial rise or fall in prices in a short period of time after the market 

opens. If you can predict the nearby opening price and trend for a short period after the market opens, you 

can make smart short-term investments and potentially earn substantial profits. 

 

 

Table 2. Comparison of SBI stock forecasting: opening price, trend, and regression metrics 
Model Opening Price Trend MSE MAE RMSE MAPE 

1DCNN 844.32 Uptrend 2.690 1.300 1.640 0.153 
LSTM 849.71 Uptrend 5.135 1.884 2.266 0.222 

Bi-LSTM 845.70 Uptrend 2.12 1.174 1.458 0.138 

1DCNN-Bi-LSTM 846.62 Uptrend (9:15 to 9:23) 
Downtrend (9:23 onwards) 

1.033 0.859 1.016 0.101 

 

 

 
CNN Stock Forecasting  

 
LSTM Stock Forecasting  

 

 
Bi-LSTM Stock Forecasting  

 
PSO-1DCNN-Bi-LSTM Stock Forecasting  

 

Figure 4. Actual and forecasted SBI trend, market opening price, and stock price for 15-minute intervals 

 

 

The results indicate that the presented approach predicts the opening price more accurately 

compared to other methods. The trend forecasted by the presented approach indicates a rise in price until 9:23 

am, followed by a subsequent decline that other methods were unable to forecast. The 1DCNN-BiLSTM 
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model provides highly accurate stock forecasts with minimal errors. During model training, the values of 

parameters have a substantial impact on the model's performance, highlighting the essential need to identify 

optimal parameter values. We determined optimal values for filters, kernel size, pool size, number of units 

for LSTM, batch size, and epochs using random search [28], Firefly [29], ant colony [30], and PSO [31] 

optimization techniques. The results indicate that PSO outperformed other methods, achieving lower 

regression metric values and identifying optimal parameters in a single iteration. Predicting whether the stock 

price will rise or fall during the current intraday trading session is inherently challenging. The  

1DCNN-LSTM accurately predicts price movements, enabling intraday traders to make informed decisions 

regarding buying or selling. 

 

 

5. CONCLUSION 

A lot of people think that trading is an effective way to increase their income and improve their 

financial security. Predicting price movements and making intelligent investments have become essential for 

making money in the stock market, and both require accurate forecasting. The research focuses on intraday 

traders who buy and sell stocks within the same day. In intraday trading, knowing the next movement of a 

stock allows traders to make buy or sell decisions more easily. The study implemented a 1DCNN-BiLSTM 

model optimized with PSO, loading stock data from Yahoo Finance at 15-minute intervals. Forecasting is 

performed at 15-minute intervals, and the results indicate that the proposed method accurately identifies 

trends and opening prices, with lower regression metric values compared to other strategies. PSO achieves 

higher accuracy with fewer iterations in identifying optimal parameters. The proposed approach offers 

valuable insights to intraday traders, enabling them to make informed decisions on whether to sell, buy, or 

hold. The study can be further extended by exploring additional algorithms and optimization techniques. The 

application of 1DCNN-LSTM is a significant improvement for intraday traders' toolbox as it offers excellent 

capabilities for better stock price forecasting as well as strategic insight into market trends and movements. 
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